Neuro Fuzzy Classification and Detection Technique for Bioinformatics Problems

Mohd Fauzi bin Othman, Thomas Moh Shan Yau

Control and Instrumentation Department, Faculty of Electrical Engineering, Universiti Teknologi Malaysia, Skudai, Malaysia

fauzi@fke.utm.my

Abstract

Bioinformatics is an emerging science and technology which has lots of research potential in the future. It involves multi interdisciplinary approaches such as mathematics, physics, computer science and engineering, biology, and behavioral science. Computers are used to gather, store, analyze as well as integration of patterns and biological data information which can then be applied to discover new useful diagnosis or information. In this study, the focus will be directed to the classification or clustering techniques which can be applied in the bioinformatics fields based on the Sugeno type neuro fuzzy model or ANFIS (Adaptive Neuro Fuzzy Inference System). It is very important to identify new integration of classification or clustering algorithm especially in neuro fuzzy domain as compared to conventional or traditional method. This paper explores the suitability and performance of recurrent classification technique, Fuzzy C Means (FCM) act as classifier in neuro fuzzy system compared to subclustering method. A package of software based on neuro fuzzy model (ANFIS) has been developed using MATLAB software and optimization were done with the help from WEKA. A set diabetes data based on real diagnosis of patient will be used.

1. Introduction

The focus and the main objectives of this study will be on the classification technique for bioinformatics problems in the context of neuro fuzzy system (ANFIS) domain. A major problem in bioinformatics analysis or medial science is attaining the correct diagnosis of certain important information. For the ultimate diagnosis, normally, many tests generally involve clustering or classification of large scale data. All of these test procedures are said to be necessary in order to reach the ultimate diagnosis. However on the other hand, too many tests could complicate the main diagnosis process which could then lead to difficulty in obtaining the end results, particularly in the case where many are tests performed. These kind of difficulties have prompted the study on the classification or clustering technique to be carried out with ANFIS (Adaptive Neuro Fuzzy Inference System) model which performs the role as a classifier in bioinformatics field.

Bioinformatics and computational biology involve the use of techniques including applied mathematics, informatics, statistics, computer science, chemistry and biochemistry to solve biological based problems. The early definition of bioinformatics and computational biology are rooted in life sciences as well as computer and information sciences and technologies. According to the National Institute of Mental Health released on July 17, 2000 [1], bioinformatics is defined as research, development, or application of computational tools and approaches for expanding the use of biological, medical, behavioral or health data, including those to acquire, store, organize, archive, analyze, or visualize such data. Meanwhile, Computational Biology is defined as the development and application of data-analytical and theoretical methods, mathematical modeling and computational simulation techniques to the study of biological, behavioral, and social systems. Bioinformatics and computational biology each maintain close interactions with life sciences to realize their full potential.

In general, the extraction of important information from large piles of data and its correlations often is the advantages of applying the Artificial Intelligent algorithm. In this study, neuro fuzzy model which is a more advanced method than Neural Network or Fuzzy Logic will be implemented. New knowledge about tasks is constantly being discovered by humans and vocabulary changes. There is a constant stream of new events in the world and the integration and application of various Artificial Intelligent systems to adapt to the new knowledge is very crucial and important. This triggers the study of the suitability of Fuzzy C means and subclustering algorithm to be used as a classifier based on the ANFIS model for bioinformatics problems or domain.
2. Literature Review

2.1 Adaptive Neuro Fuzzy Inference System (ANFIS)

A general review of the history and introduction to neuro-fuzzy models has been given by Brown [2,3] and Irwin, Warwick and Hunt [4]. Detlef Nauck, Frank Klawonn and Rudolf Kruse [6] and J. S. R. Jang, C. T. Sun and E. Mizutani [5] have details reviews on the ANFIS (Adaptive Neuro Fuzzy Inference System) model. A neural-fuzzy system is a combination of neural networks and fuzzy systems in such a way that neural networks or neural networks algorithms are used to determine parameters of fuzzy system. This means that the main intention of neural-fuzzy approach is to create or improve a fuzzy system automatically by means of neural network methods.

Adaptive neuro fuzzy inference system basically has 5 layer architectures and each of the function is explained in detail below:

Layer 1 Every mode in this layer is an adaptive node with a node function where \( x \) (or \( y \)) is the input to node \( I \) and \( A_i \) (or \( B_i \)) is a linguistic label and \( O_{1,i} \) is the membership grade of fuzzy set \( A = A_1, A_2, B_1 \) or \( B_2 \) and it specifies the degree to which the given input \( x \) (or \( y \)) satisfies the quantifier \( A \). The membership function for \( A \) can be parameterized membership function as given in equation 1 or normally known as Bell function and \( \{ a_i, b_i, c_i \} \) is the parameter set

\[
\mu_A(x) = \frac{1}{1 + \left| \frac{x-c_i}{a_i} \right|^{2b}}
\]

\( O_{1,i} = \mu_{A_i}(x), \) for \( i = 1,2, \) or
\( O_{1,i} = \mu_{B_{i-2}}(y), \) for \( i = 3,4, \)

Layer 2 Every node in this layer is a fixed node labeled II, whose output is the product of all the incoming signals. Each node output represents the firing strength of a rule.

\[
O_{2,i} = w_i = \mu_{A_i}(x)\mu_{B_j}(y), \quad i = 1,2
\]

Layer 3 Every node in this layer is a fixed node labeled N. The \( i \)th node calculates the ratio of the \( i \)th rule’s firing strength to the sum of all rules’ firing strengths. Outputs of this layer are called normalized firing strengths.

\[
O_{3,i} = \frac{w_i}{w_1 + w_2}, \quad i = 1,2
\]

Layer 4 Every node \( I \) in this layer is an adaptive node with a node function. Where \( \bar{w}_i \) is a normalized firing strength from layer 3 and \( \{ p_i, q_i, r_i \} \) is the parameter set of this node. Parameters in this layer are referred to as consequent parameters.

\[
O_{4,i} = \bar{w}_i f_i = \bar{w}_i (p_i x + q_i y + r_i)
\]

Layer 5 The single node in this layer is a fixed node labeled \( \sum \), which computes the overall output as the summation of all incoming signals. Overall output:

\[
O_{5,i} = \sum_i \bar{w}_i f_i = \sum_i w_i f_i
\]

For simplicity, we assume that the fuzzy inference system under consideration has two input \( x \) and \( y \) and one output \( z \). For a first-order Sugeno fuzzy model [5, 6, 7], a common rule set with two fuzzy if-then rules is the following:

Rule 1: If \( x \) is \( A_1 \) and \( y \) is \( B_1 \), then \( f_1 = p_1 x + q_1 y + r_1 \)

Rule 2: If \( x \) is \( A_2 \) and \( y \) is \( B_2 \), then \( f_2 = p_2 x + q_2 y + r_2 \)

Figure 1 illustrates the reasoning mechanism for this Sugeno model where it is the basis of ANFIS model. Subsequently the corresponding equivalent ANFIS architecture is as shown in Figure 2, where nodes of the same layer have similar functions. ANFIS has hybrid learning capability which compromised of back propagation and least square method.
2.2 Subclustering Algorithm

This technique is used when there is not a clear idea on how many clusters there should be for a given set of data. subclustering clustering method can be used for estimating the number of clusters and the cluster centers in a set of data [9]. This method is an extension of the Mountain clustering method proposed by Yager [10]. It assumes each data point is a potential cluster center and calculates a measure of the potential for each data point based on the density of surrounding data points. The algorithm selects the data point with the highest potential as the first cluster center and then destroys the potential of data points near the first cluster center. This process of acquiring a new cluster center and destroying the potential of surrounding data points is repeated until the potential of all data points falls below a threshold.

2.3 Fuzzy C Means

Fuzzy C-means (FCM) or also known as fuzzy ISODATA is a method of clustering which allows one piece of data to belong to two or more clusters [5,11]. This method is frequently used in pattern recognition [12]. It is based on minimization of the following objective function:

\[
J_m = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^m \| x_i - c_j \|^2 \quad 1 \leq m \leq \infty \quad (9)
\]

where \( m \) is any real number greater than 1, \( u_{ij} \) is the degree of membership of \( x_i \) in the cluster \( j \), \( x_i \) is the \( i \)th of \( d \)-dimensional measured data, \( c_j \) is the \( d \)-dimension center of the cluster, and \( \|*\| \) is any norm expressing the similarity between any measured data and the center. Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the update of membership \( u_{ij} \) and the cluster centers \( c_j \) by equation 10 and 11. This iteration will stop when, \( \epsilon \) is a termination criterion between 0 and 1, whereas \( k \) are the iteration steps. This procedure converges to a local minimum or a saddle point of \( J_m \).

\[
\mu_{ij} = \frac{1}{\sum_{k=1}^{C} \left( \frac{\| x_i - c_j \|}{\| x_i - c_k \|} \right)^{m-1}} \quad (10)
\]

\[
c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m} \quad (11)
\]

3. The Data

A practical diabetes data were used in this study. These data are collected based on the diagnosis of patients and are contributed from the Faculty of Computer Science and Information Center, University Technology Malaysia. It has a total of 6172 data or 768 patterns with 8 inputs and 1 output. The data is divided into 3 partitions which are training, checking/validation and application. Training data has 484 patterns, 28 patterns as a validation and the rest (256 patterns) is used for application purposes. Training data means that the data is used for ANFIS training and validation on the other hand, is used to validate the model created. Application data is a collection of untrained data to test the accuracy of the model. The partition of data can be summarized in figure 3 below.
4. WEKA

WEKA is a data mining system developed by the University of Waikato in New Zealand that implements data mining algorithms using the JAVA language. WEKA is a state-of-the-art facility for developing machine learning (ML) techniques and their application to real-world data mining problems. It is a collection of machine learning algorithms for data mining tasks. The algorithms are applied directly to a dataset. WEKA implements algorithms for data preprocessing, classification, regression, clustering, association rules; it also includes a visualization tools. The new machine learning schemes can also be developed with this package. WEKA is open source software issued under General Public License [13].

The data file normally used by Weka is in ARFF file format, which consists of special tags to indicate different things in the data file (foremost: attribute names, attribute types, attribute, values and the data). The main interface in Weka is the Explorer. It has a set of panels, each of which can be used to perform a certain task. Once a dataset has been loaded, one of the other panels in the Explorer can be used to perform further analysis.

5. Methods

There has been quite a number of software developed for the purposes of classification or clustering of bioinformatics data. As for this project, it is intended to apply a new classification technique in Adaptive Neuro Fuzzy Inference System (ANFIS) model. After intensive literature reviews on various classification techniques, conventional or recurrent, fuzzy C means is selected to be used. And this technique will be integrated with ANFIS (Adaptive Neuro Fuzzy System) model by Jang, 1993 [5]. Generally, there are 6 stages involved in the proposed model which are starting from the data input to output and it was developed using MATLAB software. This model requires data management before the classification and neuro fuzzy model phase. Detection phase will follow once the output from the classification technique is done and lastly, performance analysis based on the result will be done at the end of the development phase. A layout of the development phase can be summarized as block diagram below.

![Fig. 4 Software Development Phase](image)

Initially, the subclustering classification algorithm is tested with software developed earlier. Next, the most optimum result based on this classification or clustering algorithm was recorded. Then, ANFIS model was integrated with Fuzzy C Means (FCM) technique and simulation was carried out subsequently. Lastly, optimization of the FCM-ANFIS will be done using the machine learning algorithm in WEKA software by University of Waikato New Zealand.

6. Results and Discussion

In order to justify the selection of classification technique, the diabetes data which has total patterns of 768 with 8 inputs and 1 output is used to observe and investigate the rational of selected classification technique using ANFIS model. The first part of the result will be based on conventional method which relies on the sub-clustering method and subsequently on the proposed method which is Fuzzy C Means algorithm. Conventional method is used as the border line or benchmarking for this project in investigating the classification and detection of bioinformatics data especially diabetes data. Meanwhile, in the proposed method, the partition data in figure 3 still being used but instead of applying the sub-clustering technique, the fuzzy C means algorithm will be used together with ANFIS model. Table 1 show the simulation result based on subclustering method and FCM method.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Subclustering</th>
<th>Fuzzy C means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average training error</td>
<td>0.3605</td>
<td>0.3587</td>
</tr>
<tr>
<td>Average checking error</td>
<td>0.5981</td>
<td>0.4417</td>
</tr>
<tr>
<td>Training Data</td>
<td>484</td>
<td>484</td>
</tr>
<tr>
<td>Target Data</td>
<td>484</td>
<td>484</td>
</tr>
<tr>
<td>Checking Data</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>Application data</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>Overall Misclassified</td>
<td>74</td>
<td>70</td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>182</td>
<td>186</td>
</tr>
<tr>
<td>Performance Rating</td>
<td>71.09%</td>
<td>72.66%</td>
</tr>
</tbody>
</table>
Based on the table 1 and figures 5a and 5b, we can slightly see the differences in the result produced by subclustering and fuzzy C means algorithms. Generally, the result based on fuzzy C means is better than subclustering in most of the aspects. Average training error on Fuzzy C means is slower around 0.002 than sub clustering which yields around 0.3605. For the checking or validation error, fuzzy C means has much better score with value of 0.5981 if compared to subclustering with its score of 0.4417 and the differences around them accounted around 0.1564. The accuracy for fuzzy C means increased around 1.57% with its percentage soaring around 72.66% to 71.09% belongs to subclustering method. From the partition of the data, fuzzy C means accumulated 186 patterns correctly with only 70 patterns misclassified. On the other hand, subclustering only managed to produce around 182 patterns correctly and 74 accounted for misclassified patterns. This shows that fuzzy C means yields better results than sub clustering method in classification purposes using neuro fuzzy model; in this case, Adaptive Neuro Fuzzy Inference System or ANFIS.
The result based on Fuzzy C means without the use of WEKA is compared with the result from Fuzzy C means with WEKA as in figure 7.

From the graph we can clearly see that, the performance for FCM with WEKA tops the performance chart with the accuracy percentage of 76.17%. In terms of pattern recognition, FCM with WEKA fails to recognize around 61 patterns out of 256 patterns tested. The average point of training and checking errors for FCM with WEKA found to be in moderate points. This shows that there is only a small variation in its errors, generated from training and checking processes if compared to other method which has a spike of value in its measurements.

Overall, it can be said that the optimized performance for fuzzy C means clustering technique can be found if we manage to determine correctly initial clusters required. In this case, WEKA software provides a very useful, easy and convenient tool for that purposes.

7. Conclusion

As a conclusion, we have met our objective which is to evaluate and investigate the suitability and performance of recurrent classification technique, Fuzzy C Means (FCM) act as a classifier in ANFIS system compared to subclustering method. From this study, we can conclude that Fuzzy C Means technique is better than subclustering technique and ANFIS model is a suitable and feasible method to be used as supportive tools for bioinformatics problems. This project also successfully developed a package of software using MATLAB software particularly for solving the classification or clustering problems in bioinformatics problems or database. Optimization was carried out with WEKA software in order to optimize the performance of Fuzzy C means algorithm and accuracy of the classification and clustering capability.
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