AUTOMATIC TEXT SUMMARIZATION USING FEATURE-BASED FUZZY EXTRACTION
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Abstract: Automatic text summarization is to compress the original text into a shorter version and help the user to quickly understand large volumes of information. This paper focuses on the automatic text summarization by sentence extraction with important features based on fuzzy logic. In our experiment, we used 6 test documents in DUC2002 data set. Each document is prepared by preprocessing process: sentence segmentation, tokenization, removing Stop Word and stemming Word. Then, we use 8 important features and calculate their score for each sentence. We propose a method using fuzzy logic for sentence extraction and compare our result with the baseline summarizer and Microsoft Word 2007 summarizers. The results show that the highest average precision, recall, and F-mean for the summaries are conducted from fuzzy method.
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1. INTRODUCTION

Automatic text summarization is the summary of the source text by machine to present the most important information in a shorter version of the original text while still keeping its main semantic content and helps the user to quickly understand large volumes of information. Text summarization addresses both the problem of selecting the most important portions of text and the problem of generating coherent summaries. This process is significantly different from that
of human based text summarization since human can capture and relate deep meanings and themes of text documents while automation of such a skill is very difficult to implement. A number of researchers have proposed techniques for automatic text summarization which can be classified into two categories: extraction and abstraction. Extraction summary is a selection of sentences or phrases from the original text with the highest score and put it together to a new shorter text without changing the source text. Abstraction summary method uses linguistic methods to examine and interpret the text. Most of the current automated text summarization system use extraction method to produce summary. Automatic text summarization works best on well-structured documents, such as news, reports, articles and scientific papers.

In this paper, we propose text summarization based on fuzzy logic aided method to extract important sentences as a summary of document. The rest of this paper is organized as follows. Section 2 presents the summarization approach. Section 3 and 4 describes our proposed, followed by experimental design, experimental results and evaluation. Finally, we conclude and suggest future work that can be carried out in Section 5.

2. SUMMARIZATION APPROACH

Automatic text summarization dates back to the Fifties, when Luhn created the first summarization system [1] in 1958. Rath et al. [2] in 1961 proposed empirical evidences for difficulties inherent in the notion of ideal summary. Both studies used thematic features such as term frequency, thus they characterized by surface-level approaches. In the early 1960s, new approaches called entity-level approaches appeared; the first approach of this kind used syntactic analysis [3]. The location features were used in [4], where key phrases are used dealt with three additional components: pragmatic words (cue words, i.e., words would have positive or negative effect on the respective sentence weight like significant, key idea, or hardly); title and heading words; and structural indicators (sentence location, where the sentences appearing in initial or final of text unit are more significant to include in the summary.

In this paper, we propose important sentence extraction used fuzzy rules and a set for selecting sentences based on their features. Fuzzy set proposed by Zadeh [10] is a mathematical tool for dealing with uncertainty, vagueness and ambiguity. Its application in text representation for information retrieval was first proposed by Buell [11], in which a document can be represented as a fuzzy set of terms. Miyamoto [12] investigated applications of fuzzy set theory in information retrieval and cluster analysis. Witte and Bergler [13] presented a fuzzy-theory
based approach to co-reference resolution and its application to text summarization. Automatic
determination of co-reference between noun phrases is fraught with uncertainty. Kiani and
Akbarzadeh [15] proposed technique for summarizing text using combination of Genetic
Algorithm (GA) and Genetic Programming (GP) to optimize rule sets and membership function
of fuzzy systems.

The feature extraction techniques are used to locate the important sentences in the text.
For instance, Luhn looked at the frequency of word distributions as frequent words should
indicate the most important concepts of the document. Some of features are used in this
research such as sentence length. Some sentences are short or some sentences are long. What is
clear is that some of the attributes have more importance and some have less and so they should
have balance weight in computations and we use fuzzy logic to solve this problem by defining
the membership functions for each feature.

3. EXPERIMENT

3.1 Data Set

We used 6 documents from DUC2002. Each document consists of 16 to 56 sentences with an
average of 31 sentences. The DUC2002 collection provided [10]. Each document in DUC2002
collection is supplied with a set of human-generation summaries provided by two different
experts. While each expert was asked to generate summaries of different length, we use only
100-word variants. DUC2002 for automatic single-document summarization create a generic
100-word summary.

3.2 Preprocessing

Currently, input document are of plain text format. In this paper, we use Microsoft Visual C# 2008 for preprocessing data. There are four main activities performed in this stage: Sentence Segmentation, Tokenization, Removing Stop Word, and Stemming Word. Sentence segmentation is boundary detection and separating source text into sentence. Tokenization is separating the input document into individual words. Next, Removing Stop Words, stop words are the words which appear frequently in document but provide less meaning in identifying the important content of the document such as ‘a’, ‘an’, ‘the’, etc.. The last step for preprocessing is Stemming word; Stemming word is the process of removing prefixes and suffixes of each word.
3.3 Features in Text Summarization

In order to use a statistical method it is necessary to represent the sentences as vectors of features. These features are attributes that attempt to represent the data used for the task. We concentrate our presentation in eight features for each sentence. Each feature is given a value between ‘0’ and ‘1’. Therefore, we can extract the appropriate number of sentences according to compression rate. There are eight features as follows:

1) **Title feature**: The number of title word in sentence, words in sentence that also occur in title gives high score [6]. This is determined by counting the number of matches between the content words in a sentence and the words in the title. We calculate the score for this feature which is the ratio of the number of words in sentence that occur in the title over the number of word in title.

\[
Score (S_i) = \frac{\text{No. Title word in } S_i}{\text{No. Word in Title}}
\]  

2) **Sentence length**: The number of word in sentence, this feature is useful to filtering out short sentences such as datelines and author names commonly found in news articles. The short sentences are not expected to belong to the summary [5]. We use normalized length of the sentence, which is the ratio of the number of words occurring in the sentence over the number of words occurring in the longest sentence of the document.

\[
Score (S_i) = \frac{\text{No. Word occurring in } S_i}{\text{No. Word occurring in longest sentence}}
\]

3) **Term weight**: Calculating the average of the TF-ISF (Term frequency, Inverse sentence frequency). The frequency of term occurrences within a document has often been used for calculating the importance of sentence [7].

\[
Score (S_i) = \frac{\text{Sum of TF-ISF in } S_i}{\text{Max(Sum of TF-ISF)}}
\]

4) **Sentence position**: Whether it is the first and last sentence in the paragraph, sentence position in text gives the importance of the sentences. This feature can involve several items.
such as the position of a sentence in the document, section, paragraph, etc., [14] proposed first and last sentence highest ranking. The score for this feature: 1 for first and last sentence, 0 for other sentence.

\[ \text{Score} (S_i) = \begin{cases} 1 & \text{for First and Last sentence,} \\ 0 & \text{for other sentences} \end{cases} \] (4)

(5) **Sentence to sentence similarity**: Similarity between sentences, for each sentence \( s \), the similarity between \( s \) and each other sentence is computed by the cosine similarity measure. The score of this feature for a sentence \( s \) is obtained by computing the ratio of the summary of sentence similarity of sentence \( s \) with each other sentence over the maximum of summary

\[ \text{Score} (S_i) = \frac{\text{Sum of Sentence Similarity in } S_i}{\text{Max(Sum of Sentence Similarity)}} \] (5)

(6) **Proper noun**: The number of proper noun in sentence, sentence inclusion of name entity (proper noun). Usually the sentence that contains more proper nouns is an important one and it is most probably included in the document summary [17]. The score for this feature is calculated as the ratio of the number of proper nouns in sentence over the sentence length.

\[ \text{Score} (S_i) = \frac{\text{No. Proper nouns in } S_i}{\text{Length (} S_i \text{)}} \] (6)

(7) **Thematic word**: The number of thematic word in sentence, this feature is important because terms that occur frequently in a document are probably related to topic. The number of thematic words indicates the words with maximum possible relativity. We used the top 10 most frequent content word for consideration as thematic. The score for this feature is calculated as the ratio of the number of thematic words in sentence over the sentence length.

\[ \text{Score} (S_i) = \frac{\text{No. Thematic word in } S_i}{\text{Length (} S_i \text{)}} \] (7)

(8) **Numerical data**: The number of numerical data in sentence, sentence that contains numerical data is important and it is most probably included in the document summary [16]. The score for this feature is calculated as the ratio of the number of numerical data in sentence over the sentence length.
\[
\text{Score (S)} = \frac{\text{No. Numerical data in } S}{\text{Length (S)}} \tag{8}
\]

3.4 Text Summarization based on Fuzzy Logic

In order to implement text summarization based on fuzzy logic, we use MATLAB since it is possible to simulate fuzzy logic in this software. First, the features extracted in previous section are used as input to the fuzzy inference system. We used Bell membership functions. The generalized Bell membership function depends on three parameters \(a\), \(b\), and \(c\) as given by \(9\)

\[
f(x; a, b, c) = \frac{1}{1 + \left| \frac{x-c}{a} \right|^{2b}} \tag{9}
\]

where the parameter \(b\) is usually positive. The parameter \(c\) and \(a\) locate the center and width of the curve.

For instance, membership function of sentence to sentence similarity is show in Figure 1.

![Figure 1. Membership function of sentence to sentence similarity](image)

Afterword, we use fuzzy logic to summarize the document. A value from zero to one is obtained for each sentence in the output based on sentence characteristics and the available rules in the knowledge base. The obtained value in the output determines the degree of the importance of the sentence in the final summary.
The input membership function for each feature is divided into three membership functions which are composed of insignificant values, average and significant values. For example, membership functions for title feature: SetenenceSimilarity {LessSimilarity, Average, and HighSimilarity}. Likewise, the output membership function is divided into three membership functions: Output {Unimportant, Average, and Important}. The most important part in this procedure is the definition of fuzzy IF-THEN rules. The important sentences are extracted from these rules according to our features criteria. For example our rules are showed as follow.

**IF** (NoWordInTitle is many) and (SentenceLength is long) and (TermFreq is very much) and (SentencePosition is first-last position) and (SentenceSimilarity is highSimilarity) and (NoProperNoun is many) and (NoThematicWord is many) and (NumericalData is many) THEN (Sentence is important)

Figure 3. Sample of IF-THEN Rules

### 4. EVALUATION AND RESULT

We use the ROUGE, a set of metrics called Recall-Oriented Understudy for Gisting Evaluation, evaluation toolkit [8] that has become standards of automatic evaluation of summaries. It compares the summaries generated by the program with the human-generated (gold standard) summaries. For comparison, it uses n-gram statistics. Our evaluation was done using n-gram setting of ROUGE, which was found to have the highest correlation with human judgments, namely, at a confidence level of 95%. It is claimed that ROUGE-1 consistently correlates highly with human assessments and has high recall and precision significance test with manual
evaluation results. So we choose ROUGE-1 as the measurement of our experiment results. In the table 1, we compare fuzzy summarizer with baseline summarizer form DUC2002 data set and Microsoft Word 2007 Summarizer.

Table 1. The result of comparing Fuzzy Summarizer and other Summarizers using Document set D061

<table>
<thead>
<tr>
<th>Document</th>
<th>Fuzzy Sumarizer</th>
<th>Baseline</th>
<th>MS-Word Summarizer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>AP880911-0016</td>
<td>0.59223</td>
<td>0.60396</td>
<td>0.59804</td>
</tr>
<tr>
<td>AP880912-0095</td>
<td>0.45484</td>
<td>0.48001</td>
<td>0.47607</td>
</tr>
<tr>
<td>AP880912-0137</td>
<td>0.48039</td>
<td>0.47573</td>
<td>0.47805</td>
</tr>
<tr>
<td>AP880915-0003</td>
<td>0.49038</td>
<td>0.48571</td>
<td>0.48803</td>
</tr>
<tr>
<td>AP880916-0060</td>
<td>0.50816</td>
<td>0.46714</td>
<td>0.48095</td>
</tr>
<tr>
<td>WSJ880912-0064</td>
<td>0.49524</td>
<td>0.51485</td>
<td>0.50485</td>
</tr>
<tr>
<td>Average</td>
<td>0.50354</td>
<td>0.50457</td>
<td>0.50433</td>
</tr>
</tbody>
</table>

The results are show in Table 1. Baseline reaches an average precision of 0.43079, average recall of 0.42247 and average F-mean of 0.42575; while Microsoft Word 2007 summarizer reaches an average precision 0.46044, recall of 0.43260 and F-mean of 0.43555. The fuzzy summarizer achieves an average precision of 0.50354, recall of 0.50457 and F-mean of 0.50433.

![Figure 4. Precision result under difference summarizer using Document Set D061](image-url)
The results clearly show that fuzzy summarizer approach under consideration perform better than baseline summarizer and Microsoft Word 2007 summarizer. We further compare the performance of the fuzzy summarizer and other summarizer by examining their precision, recall and f-mean results. In this case, the best precision, recall and f-mean from Figure 4, 5, and 6 shows that the judges from fuzzy summarizer are the highest score. The score are as followed: 0.59223, 0.60396, and 0.59804. The significant performance improvement over fuzzy logic provides strong evidence of its feasibility in text summarization applications.
5. CONCLUSION AND FUTURE WORK

In this paper, we propose automatic text summarization for important sentence extraction with important features based on fuzzy logic; title feature, sentence length, term weight, sentence position, sentence to sentence similarity, proper noun, thematic word and numerical data. We choose 6 documents from DUC2002 data set and compare our summarizer with the baseline summarizer and Microsoft Word 2007 summarizers. The results show that the judge gave a better average precision, recall and f-mean to summaries produced by fuzzy method. Our method is intent to be used for single document summarization as well as multi documents summarization. We conclude that we need to extend the proposed method for multi document summarization and combine fuzzy logic and other learning methods in a large data set.
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