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Abstract:
Classification in data mining is very extensive research area. Decision trees have been found very effective for classification of huge and frequently modifiable databases e.g., Stock Exchange, Shopping Mall etc. We build a decision tree from a training set consists of two phases. In the first phase the Initial Linguistic Rules-Tree (LR-Tree) has been constructed. In LR-Tree we have combined fuzzy logics and decision tree. First we evaluate fuzzy membership function from training data for each attribute in class then apply our fuzzy linguistic approach which is associated with decision tree that provides for a fine grain description of classified items adequate for human reasoning. Consequently our approach will be able to handle training data with missing attribute values, handling attributes with differing costs, improving computational efficiency. But LR-Tree may not be the best generalization due to over-fitting so in the second phase, we will propose a novel frequent pattern mining tree called Compact Linguistic Rules-Tree (CLR-Tree) that remove some branches and nodes to improve the accuracy of the classifier. In this paper, we have concentrated on construction phase and hope that after completing the construction phase we will proof that the CLR-Tree is efficient and scalable for mining both long and short frequent patterns.
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1. Introduction

Classification of data is one of the important tasks in data mining. Various methods for classification have been proposed. Apriori Approach, Tree-Projection ID3, and C4.5 are popular approaches. *Apriori Approach* [1] is a well known technique for large itemsets generation. In the Apriori Approach a level wise algorithm is used in order to generate itemsets. The idea is to generate candidates for \((k+1)\)-itemsets from \(k\)-itemsets by using joins over \(k\)-itemsets. The candidates for \((k+1)\)-itemsets are then validated by a scan over the database. An Apriori algorithm may still suffer from the following two costs. 1) It is costly to handle a huge number of candidates' sets. 2) It is tedious to repeatedly scan the database and check a large set of candidates by pattern matching, which is especially true for mining long patterns.

The *Tree-Projection* algorithm proposed by Agarwal et al. [2] recently is an interesting algorithm, which constructs a lexicographical tree and projects a large database into a set of reduced, item-based subdatabases based on the frequent patterns mined so far. Tree-Projection may still encounter difficulties at computing matrices when the database is huge. The study in Tree-Projection [2] has developed some smart memory caching methods to overcome this problem. However, it could be wise not to generate such huge matrices at all instead of finding some smart caching techniques to reduce the cost [3]. Moreover, even if the matrix can be cached efficiently, its computation still involves some nontrivial overhead. And also when there are many long transactions containing numerous frequent items, transaction projection become a nontrivial cost of Tree-Projection.

ID3 is another popular classification algorithm proposed by Quinlan [4, 5] in 1979, which makes a decision tree for classification from symbolic data but ID3 is generally not suitable in cases where numerical values are to be operated upon. Since most real life problems deal with non-symbolic (numeric, continuous) data, they must be discretized prior to attribute selection. Another problem with ID3 is that it cannot provide any information about the intersection region where the pattern classes are overlapping.
In data mining important factors are efficiency and comprehensibility. The discovered knowledge should well describe the characteristics of the data and they should be easy to understand in order to facilitate better understanding of data. In the first phase, we propose an efficient Linguistic Rules-Tree (LR-Tree) which is the combination of Fuzzy Linguistic Approach and C4.5 [6]. C4.5 is an extended form of ID3 [4, 5] introduced by Quinlan 1993 [6] for inducing Classification Models, from huge databases. C4.5 uses a windowing technique which works as follows. A small sample is drawn from the dataset to build an initial tree. This sample is augmented with records that were misclassified in the initial tree. This process is repeated for a number of iterations. In LR-Tree we will describe the following issues: handling training data with missing attribute values, handling attributes with differing costs, improving computational efficiency and provides for a fine grain description of classified items adequate for human reasoning.

In second phase, we will present our Compact Linguistic Rules-Tree (CLR-Tree). In that phase, we will use frequent pattern mining method. Frequent pattern mining [7, 8] plays an essential role in mining associations [9-20], correlations [21, 22], sequential patterns [23, 24], episodes [25], multi-dimensional patterns [26], max-patterns [27], partial periodicity [28], emerging patterns [29], and many other important data mining tasks. In second phase, we will reconstruct our LR-Tree and introduce new CLR-Tree, which is extended form of LR-Tree structure storing crucial, quantitative information about frequent pattern.

The paper is organized as follows: in the next section we briefly overview the components of Linguistic Rules-Tree (LR-Tree), in section 3 we will construct LR-Tree. Finally in section 4 concluding remarks and future works are presented.

2. Components of Linguistic Rules-Tree (LR-Tree)

Linguistic Rules-tree (LR-Tree) is an alternative form of C4.5 [30] with some extra features as: handling training data with missing attribute values, handling attributes with differing costs, improving computational efficiency and provides for a fine grained description of classified items adequate for human reasoning. Using linguistic terms to represent the revealed regularities and exceptions, this approach is especially useful when the discovered rules are presented to human experts for examination because of the affinity with the human knowledge representation. The use of fuzzy technique allows the prediction of attribute values to be associated with degree of membership. Our approach is therefore, able to deal with the cases that an object can belongs to more than one class. And also our approach is more resilient to noise and missing data values because the use of fuzzy technique.

LR-Tree is capable of mining fuzzy rules in large databases without any need for user specified thresholds or mapping of quantitative into binary attributes. A fuzzy rule describes an interesting relationship with two or more linguistic terms. After describing interesting rules we will associate these rules with decision tree at the same level, detail explanation about LR-Tree will be depicted in section 3.

Linguistic Rules-Tree (LR-Tree) is a three steps procedure. In the first step in figure 1 pre-classification: first we arrange all set of attributes in ascending order. Then evaluate maximum and minimum values for every set of attributes in each class. After finding appropriate intervals we assign all set of attributes of each class to artificial values with in the range [0, 1]. By converting all set of attributes in to artificial values, we will be able to define linguistic variables more precisely.

![Figure 1: The Components of LR-Tree Construction](image-url)
Membership functions are very important in fuzzy rules. Membership functions affect not only the performance of fuzzy rule based system but also the comprehensibility of fuzzy rules. In second step we adopt triangular fuzzy membership functions based on three numbers, actually these variables are related to linguistic variables. In third step LR-tree is composed of nodes, terminal nodes and arcs. A node represents an attribute to partition the pattern space. A terminal node is associated with linguistic variables. An arc is associated with a fuzzy set of the attribute correspond to the parent node. LR-tree is the combination of fuzzy linguistic approach and C4.5 [30]. LR-tree is defined as each path from the root node to a terminal node corresponds to a fuzzy rule and it also corresponds to a partitioned fuzzy subspace of the whole pattern space. We will elaborate these components of LR-Tree in more detail in section 2.1 to 2.4.

2.1 Pre-Classification

Let max(a_i) and min(a_i) be the maximum and minimum functions for set of attributes in each class respectively. Suppose the function for evaluating the difference between maximum and minimum values in each class denoted by diff(a_i) and defined as

\[ \text{diff}(a_i) = \max(a_i) + \min(a_i) \]  

(1)

Let ClInt(a_i) be the class interval for set of attributes and define as,

\[ \text{ClInt}(a_i) = \frac{\text{diff}(a_i)}{n} \]  

(2)

Where n is an integer number for reasonable groups which will be taken by experts choice. So with this class interval we can define every class just adding this interval in min(a_i) and find ten class which is not exceed to max(a_i).

Example 1 shows how we arrange raw data in different number of groups, which has been taken from Stock Exchange databases. After doing this example we will see that how our system learn new data.

Example 1: Stock Exchange Indices trading hours: 1st session: 09:00 to 12:30, 2nd session: 14:30 to 1700

| Table 1: Trading during 1st and 2nd session in Stock Exchange. |
|-------------------|-----------------|---------------|---------------|
| INDICES           | SALE            | PURCHASE      | TURNOVER      |
| MESDAQ            | 79.56           | 85.63         | -6.07         |
| SYARIAH           | 99.05           | 88.65         | 10.4          |
| INDUSTRIAL        | 1384.68         | 1463.89       | -79.21        |
| PLANTATION        | 1834.93         | 1834.93       | 0             |
| TECHNOLOGY        | 37.87           | 45.23         | -7.36         |
| CONSTRUCTION      | 155.55          | 165.52        | -9.97         |
| PROPERTY          | 529.33          | 523.47        | 5.86          |
| EMAS              | 157.38          | 153.35        | 4.03          |
| IND-PROD          | 64.88           | 69.45         | -4.57         |

The above table shows the share transaction of different companies in Kuala Lumpur Stock Exchange during two sessions. First column shows different indices and the next columns are sale, purchase and turnover of every company.

First we arrange a set of attributes (e.g., sale, purchase, and turnover), then find maximum and minimum values in each attribute. Suppose max(a_s) ∈ sale, max(a_p) ∈ purchase, max(a_t) ∈ turnover are the maximum functions of sale (s), purchase (p) and turnover (t). We just show here only for sale attribute. Maximum and Minimum values for sale (s) have been taken from the table 1,

\[ \max(a_s) = 1834.93, \min(a_s) = 37.87 \]

After getting maximum and minimum values in each attribute we will find out the common differences with help of equation 1. Let diff(a_s), diff(a_p), diff(a_t) are the difference functions that can be used to define difference between maximum and minimum value in set of attributes, these differences can be defined as:

\[ \text{diff}(a_s) = [\max(a_s) - \min(a_s)] \]
\[ \text{diff}(a_w) = 1834.93 - 37.87 = 1797.06 \]

Suppose class intervals for each attribute denoted by \( \text{Clnt}(a_u), \text{Clnt}(a_p), \text{Clnt}(a_b) \) and define as:

\[ \text{Clnt}(a_u) = \text{diff}(a_u) / n \]

Where \( n \) is number of groups, it depends on system experts choice. Here we take \( n \) as 10.

\[ \text{Clnt}(a_u) = 1797.06 / 10 = 179.706 \]

Then minus and plus the above class-intervals for every records in sale. Similarly do the same job for purchase and turnover. Finally we get the Table 2 which shows the results of Pre-Classification for sale, purchase and turnover.

<table>
<thead>
<tr>
<th>NO</th>
<th>CLASSIFICATION FOR SALE</th>
<th>CLASSIFICATION FOR PURCHASE</th>
<th>CLASSIFICATION FOR PURCHASE</th>
<th>ARTIFICIAL VALUES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-141.836 - 217.576</td>
<td>45.23 - 224.2</td>
<td>-79.21 - -70.249</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>217.576 - 397.282</td>
<td>224.2 - 403.17</td>
<td>-70.249 - -61.288</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>397.282 - 576.988</td>
<td>403.17 - 582.14</td>
<td>-61.288 - -52.327</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>576.988 - 756.694</td>
<td>582.14 - 761.11</td>
<td>-52.327 - -43.366</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>756.694 - 936.4</td>
<td>761.11 - 940.08</td>
<td>-43.366 - -34.405</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>936.4 - 1116.106</td>
<td>940.08 - 1119.05</td>
<td>-34.405 - -25.444</td>
<td>0.6</td>
</tr>
<tr>
<td>7</td>
<td>1116.106 - 1295.812</td>
<td>1119.05 - 1298.02</td>
<td>-25.444 - -16.483</td>
<td>0.7</td>
</tr>
<tr>
<td>8</td>
<td>1295.812 - 1475.518</td>
<td>1298.02 - 1476.99</td>
<td>-16.483 - -7.522</td>
<td>0.8</td>
</tr>
<tr>
<td>9</td>
<td>1475.518 - 1655.224</td>
<td>1476.99 - 1655.96</td>
<td>-7.522 - 1.439</td>
<td>0.9</td>
</tr>
<tr>
<td>10</td>
<td>1655.224 - 2014.63</td>
<td>1655.96 - 1834.93</td>
<td>1.439 - 10.4</td>
<td>1.0</td>
</tr>
</tbody>
</table>

We assign artificial values to every group as shown in table 2. So after pre-classification we will use artificial values as universe of discourse in fuzzy linguistic approach.

2.2 Triangular Fuzzy Membership Function

Membership functions are very important in fuzzy rules. Membership functions affect not only the performance of fuzzy rule based systems but also the comprehensibility of rules. In this paper we adopt triangular fuzzy numbers for membership functions and we generate membership function based on histogram analysis. Our justification to doing this is that more frequently observed attributes values (or value ranges) of data should be more significant than less frequently observed ones in classification.

To generate fuzzy membership functions, we first calculate the histogram from the training data for each attribute of each class and then we smooth it using the moving average method to remove shallow local minima and maxima points of the histogram. We normalized the smoothed histogram to adjust the height of the local maxima to the global maximum. Next we generate a fuzzy membership function corresponding to each maximum point of the histogram so that the center point of the triangular fuzzy membership function corresponds to the maximum point and the end points are determined by connecting the maximum point to its nearest local minimum points in both sides. In pattern classification problems it is important to identify regions of critical attribute values determined by minima and maxima points and this method ensures that the critical regions of the histogram are properly mapped into fuzzy membership functions. Figure 2 illustrates fuzzy membership function generation based on histogram analysis.
A triangular membership function can be represented by a triple numbers \((l, m, h)\), where \(l\) is lower number, \(m\) is mid point and \(h\) is higher number in the triangular membership function. The triangular membership function is denoted as \(\mu_A(x)\) and is defined as:

\[
\mu_A(x) = \begin{cases} 
\frac{x - l}{m - l} & \text{if } l \leq x \leq m \\
\frac{h - x}{h - m} & \text{if } m \leq x \leq h \\
0 & \text{otherwise}
\end{cases}
\]  

\[
-------- (3)
\]

In the above membership first we find out the domain of input values and ensure that input values are in the range of our membership function. Membership function has three possible values of input variable \(x\) as shown above in equation 3.
2.3 Fuzzy Linguistic Approach

Given a set of records, \( D \), each of which consist of set of attributes \( A = [A_1, \ldots, A_n] \), where \( A_i \) \((i = 1, \ldots, n)\) may be quantitative or categorical. For any tuple (record), \( d \in D, d[A_i] \) denotes the value \( a_i \) in \( d \) for attribute \( A_i \). For any quantitative attribute, \( A_i \in A \), let \( X = [l_i, u_i] \) subset of \( \mathbb{R} \) denote the area of universe of discourse.

Suppose linguistic terms associated with some quantitative attribute, \( A_i \in A \) as \( \ell_{ir} \), \( r = 1, \ldots, sv \), so that corresponding fuzzy set, \( L_{ir} \), can be defined for each \( \ell_{ir} \).

Fuzzy set \( L_{ir} \) of universe \( X \) is define by function \( \mu_{L_{ir}}(x) \) called the membership function of set \( L_{ir} \).

\[
\mu_{L_{ir}}(x) : X \rightarrow [0, 1].
\]

Linguistic Approximation is mapping from the crisp sets \( C_i \) of all fuzzy sets \( L_{ir} \) of the universe of discourse \( X \) into the language \( \xi = L_{ir} \) set of linguistic variables.

Fuzzy sets can have a variety of shapes. However, a triangle or a trapezoid can often provide an adequate representation of the expert knowledge and at the same time significantly simplifies the process of computation. With the help of example 1, here we proceed for further step. Figure 4 is representing our fuzzy sets for linguistic variables s, p, and t. Horizontal direction presents universe of discourse \( X \in \text{sale} \) (s), purchase (p), and turnover (t). And vertical direction presents degree of membership \( [0, 1] \).

Since each linguistic term is represented by a fuzzy set, we have a set of fuzzy sets, \( S = \{ \ell_{ir} \mid i = 1, \ldots, n, r = 1, \ldots, sv \} \). Given a record \( d \in D \), and a linguistic term, \( \ell_{ir} \in S \), which is in turn, represented by a fuzzy set, \( L_{ir} \in S \), the degree of membership of the value in \( d \) with respect to \( \ell_{ir} \) is given by \( \mu_{L_{ir}}(d[A_i]) \). In other words, \( d \) is characterized by the term \( \ell_{ir} \) to the degree \( \mu_{L_{ir}}(d[A_i]) \). If \( \mu_{L_{ir}}(d[A_i]) = 1 \), \( d \) is completely characterized by the term \( \ell_{ir} \). If \( \mu_{L_{ir}}(d[A_i]) = 0 \), \( d \) is not characterized by the term \( \ell_{ir} \) at all.

If \( 0 < \mu_{L_{ir}}(d[A_i]) < 1 \), \( d \) is partially characterized by the \( \ell_{ir} \).

![Figure 4: Fuzzy Sets for Sale (s), Purchase (p) and Turnover (t)](image)

2.4 Decision Tree

Decision tree is one of the most widely used classification techniques especially in artificial intelligence. Their popularity is basically due to their ability to express knowledge in a formalism that is often easier to interpret by experts and even by ordinary users. Systems based on this approach use an information theoretic measure of entropy for assessing the discriminatory power of each attribute. The most important feature of decision trees is their capability to break down a complex decision making process into a collection of simpler decisions and thereby, providing an easily interpretable solution [31].

A decision tree classifier recursively partitions the training set until each partition consists entirely, or almost entirely, of records from one class. Each non leaf node of the tree contains a split criterion which is a test on one or more attributes and determines how the data is partitioned.
Table 3: Training set

<table>
<thead>
<tr>
<th>INDICES</th>
<th>SALE</th>
<th>PROFIT</th>
<th>TAX</th>
<th>APPROVAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MESDAQ</td>
<td>400,000</td>
<td>50,000 RM</td>
<td>2500 RM</td>
<td>No</td>
</tr>
<tr>
<td>SYARIAH</td>
<td>560,000</td>
<td>70,000 RM</td>
<td>3500 RM</td>
<td>Yes</td>
</tr>
<tr>
<td>INDUSTRIAL</td>
<td>800,000</td>
<td>100,000 RM</td>
<td>5000 RM</td>
<td>Yes</td>
</tr>
<tr>
<td>PLANTATION</td>
<td>960,000</td>
<td>120,000 RM</td>
<td>6000 RM</td>
<td>Yes</td>
</tr>
<tr>
<td>EMAS</td>
<td>360,000</td>
<td>85,000 RM</td>
<td>4250 RM</td>
<td>Yes</td>
</tr>
<tr>
<td>CONSTRUCTION</td>
<td>760,000</td>
<td>95,000 RM</td>
<td>4000 RM</td>
<td>No</td>
</tr>
<tr>
<td>PROPERTY</td>
<td>208,000</td>
<td>48,000 RM</td>
<td>2800 RM</td>
<td>No</td>
</tr>
<tr>
<td>TECHNOLOGY</td>
<td>896,000</td>
<td>112,000 RM</td>
<td>5600 RM</td>
<td>Yes</td>
</tr>
<tr>
<td>IND-PROD</td>
<td>384,000</td>
<td>48,000 RM</td>
<td>2400 RM</td>
<td>No</td>
</tr>
</tbody>
</table>

Figure 5 is a sample decision tree classifier based on the training set shown in Table 3. Three split criteria, (Sale > 100,000), (Profit > 50,000) and (Tax 5%), partition the dataset into Declined and Approved classes. This classification model can then be used to process future loan applicants by classifying them into Declined or Approved classes according to the decision tree.

![Decision Tree](image)

Figure 5: Decision Tree

3. Making of Linguistic Rules-Tree (LR-Tree)

A LR-Tree is composed of leaf nodes, terminal nodes and arcs. A leaf node represents an attribute to partition the pattern space. A terminal space node is associated with a linguistic variables and arc is associated with a fuzzy set of the attribute corresponding to the parent node. Figure 6 illustrates a typical form of LR-tree. In a LR-tree each path form the root node to a terminal node corresponds to a fuzzy subspace of the whole pattern space. In figure 6 dash-rectangles (terminal nodes) correspond to linguistic variables, leaf represent attributes, and arcs represent fuzzy sets.
Figure 6: LR-Tree Construction for Stock Exchange Indices

Equation (4) calculates the membership degree of training data $X_i$ on a fuzzy subspace partitioned by the fuzzy sets from the root node to node $i$.

$$\psi_l = \begin{cases} \min_{r \in C_i} (\mu_r(x_l)) : C_i \neq \emptyset \\ 1 : C_i \neq \emptyset \end{cases} \quad (4)$$

In equation (4), $C_i = \{f_{i1}, f_{i2}, \ldots, f_{ik}\}$, a class of fuzzy sets each of which is associated with an arc on path $P_i$ from the root node to node $i$ and $x_l$ is an attribute value for membership function $f$ of training data $X_i$. In our algorithm, $V_{il}$ represents the membership degree that training data $X_i$ belongs of the fuzzy subspace corresponding to path $P_i$ and it is used to calculate the entropy that measure the degree that the fuzzy subspace contains a single class of patterns.

The entropy of attribute $F$ for node $i$, $E_F^i$ is defined as in equation (5), where $C$ is the set of classes, $D$ is the set of training data.

$$E_F^i = \sum_j (p_{ij}l^j) \quad (5)$$

$$l^j = -\sum_{k \in C} (p_k^i \log_2 p_k^i) \quad (6)$$

$$p_k^i = \frac{\sum V_{jm}}{\sum_{l \in D} V_{jl}} \quad (7)$$
\[ P_{ij} = \frac{\sum_{i \in D} V_{ij}}{\sum_{i \in D} V_{ii}} \] (8)

In the above equations, \( j \) is a child node of node \( i \), corresponding to a fuzzy membership function for an attribute \( F \). Equation (6) calculates the information gain for node \( j \), equation (7) represents the probability that node \( i \) represents class \( k \), and equation (8) represents the possibility compared to other sibling nodes.

4. Conclusion

To deal with decision tree and fuzzy rules, we present a new LR-tree, which employs linguistic terms to represent regularities and exceptions discovered. These linguistic terms can be defined by fuzzy sets so that based on their membership function we developed linguistic rules extracted from a decision tree. A novel concept for measuring the goodness of a decision tree, in terms of its compactness (size) and efficient performance is introduced. Linguistic rules are quantitatively evaluated using new indices. New fuzziness measures, in terms of class memberships, are used at the node level of the tree to take care of overlapping classes.

In LR-Tree, we will be able to handle training data with missing attribute values, handling attributes with differing costs, improving computational efficiency and provides for a fine grained description of classified items adequate for human reasoning. In our second phase, we will present Compact Linguistic Rules-Tree (CLR-Tree), which is extended form of LR-Tree. In that phase we will reduce the size of tree by using frequent pattern mining methods. LR-Tree will be extended due to following research issues: avoiding over-fitting the data (determining how deeply to grow a decision tree), reduced error pruning, rule post-pruning, handling continuous attributes (e.g., temperature), and choosing an appropriate attribute selection measure.
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