Lattice Boltzmann method based study of the heat transfer augmentation associated with Cu/water nanofluid in a channel with surface mounted blocks
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Abstract

The study of the forced convection in a channel has many practical applications. In this paper, the forced convection heat transfer from surface mounted blocks attached to the bottom wall of a horizontal channel with nanofluid is numerically studied by the second-order lattice Boltzmann method (LBM). The effects of Reynolds numbers and geometrical parameters of the blocks in different aspect ratios on the flow field and temperature distribution for various volume fractions of nanofluid (ϕ = 0, 0.01, 0.03 and 0.05) are analyzed. Also, the influence of these parameters is investigated on the local and average Nusselt numbers. It is concluded that heat transfer in channels can be enhanced by using the block on the walls and adding nanoparticles. There is a maximum value of 39.04% increase in average heat transfer coefficient for all the examined cases compared to the base fluid (i.e., water).

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Enhancement of forced convection heat transfer in a channel by using roughened surfaces such as rib, groove and obstacle in disturbing the fluid flow, and providing vortices is highly complex and a well-known method. It is an attractive research topic due to its wide range of applications in various fields of engineering, such as cross-flow heat exchanger, gas turbine airfoil cooling design, solar air heater blade cooling system, and gas cooled nuclear reactor [1–5].

The limited heat transfer capabilities of the conventional heat transfer liquids such as water, mineral oil and ethylene glycol demand innovative techniques to improve the heat transfer [6,7]. One way to enhance the heat transfer in separated regions is to employ nanofluids. The Argonne National Laboratory’s research has been pioneering the use of particles nanometer dimensions. Nanofluids are fluids containing suspended nanoparticles with diameters below 100 nm [8]. Previous studies showed that a very small amount of nanoparticles exhibits enhanced thermal conductivity and convective heat transfer coefficients of considerable amplitude while the mixed fluid maintains stable suspensions [9–11].

Many numerical and experimental research studies have been conducted on the forced convection heat transfer in different geometry [12–14]. In addition to classic Navier–Stokes (NS), the particle-based methods, including direct simulation of Monte Carlo (DSMC), molecular dynamics (MD) and lattice Boltzmann method (LBM) are usually applied [15–17]. LBM has been proven to be an effective numerical tool for a large variety of complex fluid flows. The major benefits of using LBM are the simplicity of programming, locality of computation and natural parallelism [18–20].

A comparison study between the LBM and the finite element method (FEM) was presented for an incompressible, steady, laminar flow and heat transfer of power law fluid past a square cylinder by Mohebbi et al. [21]. It is obvious that the FEM and the LBM are two quite different numerical approaches. The FEM is based on approximations of flow equations that are governed by basic physical conservation laws at the macroscopic scale, whereas the LBM is based on evolution rules that obey the same conservation laws at the mesoscopic scale. In the LBM, the physical evolution rules are discrete; in the FEM, the discretization is performed at the level of the macroscopic flow equations. Thus, the LBM can be viewed as a minimal model for the Navier–Stokes equations instead of a full molecular dynamics approach. Indeed, the fluid flow is mainly determined by the collective behavior of many molecules not by
the detailed molecular interactions. As the Boltzmann equation is kinetic-based, the physics associated with the molecular level interaction can be incorporated more easily in the LBM. They showed that the LBM consumes less memory (about 1/18 times less than the FEM does) and it also requires a shorter computational time in comparison to the FEM. Moreover, it has appeared that the FEM faces more difficulties in predicting the complex geometry. With the FEM, a not-fine-enough mesh will most probably lead to a poor estimate of the flow field and heat transfer.

Several studies were conducted on the forced convection fluid flow and heat transfer by utilizing extended surfaces in a channel, but there were only a few studies solving the nanofluid forced convection in a ribbed channel. Young and Vafai [22] studied the effects of controlling parameters on cooling the heated channels with mounted objects. Their focus was to test the effects of changing the dimensions of the object, the thermal conductivity, the heating method, and the Reynolds number. They found the narrow gaps between tall obstacles allowing the upstream thermal transport by the cavity vortices through the reduced cavity-core flow interaction. Also, differences between surface flux and volumetric heating manifest themselves in the isotherms within the obstacles with only small changes in Nusselt numbers. The researchers concluded that the fluid flow and heat transfer were affected by the geometry and the material of the object. Chandra et al. [23] investigated the heat transfer of a fully developed turbulent flow in a channel with heated ribs mounted on the one, two, three and four channel sides. They concluded that the heat transfer and the friction factor were enhanced by increasing the number of walls containing ribs.

A numerical study for a laminar flow and heat transfer in a three-dimensional channel with staggered rows of rectangular blocks was conducted by Nakajima et al. [24]. The heat transfer coefficient of the blocks faces was found to change from one face to another which was also affected by altering the Reynolds number. They found that the mean Nusselt number would insignificantly vary on the side surfaces of the blocks as the Reynolds number changed. In addition, the mean Nusselt number decreased as the flow was passing over more block rows, yet most of the flow and heat transfer characteristics started to change around the third-row block. Lu and Jiang [25] investigated the forced convection heat transfer in a rectangular channel with ribs of different rotated angles. Their numerical results indicated that the heat transfer coefficients were the largest with the 60 degree ribs, but the channel with the 20 degree ribs had the best overall thermal/hydraulic performance considering the heat transfer and the pressure drop when the spacing between ribs was 4 mm.

Yang and Chen [26] carried out a numerical simulation to investigate the influence of transient flow field structures, and the heat transfer characteristics of heated blocks in the channel with a transversely oscillating cylinder. Moussaoui et al. [27] applied the multi-relaxation time lattice Boltzmann equation for the numerical prediction of a laminar and convective heat transfer through a 2D obstructed channel flow. Similarly, the forced convection heat transfer using the LBM in a channel with extended surfaces was studied by Alamyane and Mohamad [28]. They concluded that the closer the objects the better the heat transfer would become and as the height of the objects increased, the temperature in spacing increased. Also, they showed for the ratio of the object’s height to the channel’s height more than 0.5, any extra length of the object did not contribute to the rate of heat transfer.

Pirouz et al. [29] studied a numerical simulation of conjugate heat transfer in a rectangular channel with wall-mounted obstacles. They reported that reducing the distance between obstacles would make the flow deviate and accelerate in the vicinity of faces and would cause an increase in the rate of convective heat transfer from the obstacles. Also, they found the thermal diffusivity of the obstacle to play an important role in the conjugate heat transfer rate through the obstacle. Due to the reduction of the internal resistance to heat flow, the higher quantities of energy were removed from the obstacle faces, as thermal diffusivity increased.

Sidik et al. [30] presented a numerical study on the thermal performance of fins mounted on the bottom wall of a horizontal channel using the LBM. They examined the heat transfer performance by adding the fin and using the nanofluid. Their result showed that the heat transfer rate of fins was significantly affected by the Reynolds number and the thermal conductivity of the fins.

In general, the previous literature investigated different cases of fluid flow and heat transfer in channels with mounted objects while further research is recommended to study the forced heat transfer in a channel with nanofluid, while rectangular blocks connected to the bottom wall. In this study, we used the LBM for simulating the forced convection fluid flow and heat transfer of Cu/water nanofluids over a series of extended surfaces mounted in the bottom wall of a channel. To the best of authors’ knowledge, this is the first time the LBM was used on the combination of the different geometrical parameters of the blocks and nanofluid in a channel. Beside investigating the effect of different aspect ratio of mounted blocks, the objective of the present paper was to investigate the effect of various solid volume fractions of Cu/water nanofluid on heat transfer performance in straight channel.

2. Geometry of the problem

In this study, we investigated the forced convection heat transfer of the nanofluid between two parallel plates with a staggered arrangement of blocks attached to the bottom walls which are shown in Fig. 1.

The channel and blocks were heated and kept at a constant temperature $T_w$. A cold mixture of base fluid (water) and the nanoparticles (Cu) by constant temperature $T_{in}$ and uniform velocity $u_{in}$ was forced to flow into the channel. To minimize the influence of the outflow boundary condition, a sufficient channel length was selected with the ratio of channel length to height $L/H = 25$. The height and width of blocks were denoted with $h$ and $w$, respectively, whereas the extended surfaces’ height to the height of the channel with the ratio $B = h/H$ were 0.1, 0.3 and 0.5. The ratio between the objects’ distance of the channel’s height $A = l/H$ was fixed at 1.0.

The inflow blocks were located at an upstream distance $x/L = 0.2$. Reynolds numbers were 10, 40, and 70. The flow was assumed as Newtonian, laminar, two-dimensional, and incompressible. In addition, it was assumed that the cold mixture of base fluid (water) and the solid spherical nanoparticles (Cu) was in thermal equilibrium and it would flow at the same velocity as a homogenous mixture. Thermophysical properties of the nanoparticles and the base liquid are gathered in Table 1.

3. Numerical simulation

3.1. Lattice Boltzmann method

3.1.1. Lattice Boltzmann equation of velocity field

The D2Q9 LBM model was used to simulate fluid flow in a two-dimensional channel with the uniform grid size of $\Delta x$ by $\Delta y$. The lattice Boltzmann equation (known as LBGK equation) with single relaxation time can be expressed as [14,32,33]:

$$\frac{f_i(x + e_i \Delta t, t + \Delta t) - f_i(x, t)}{\Delta t} = -\frac{1}{\tau_i} [f_i(x, t) - f_i^{eq}(x, t)]$$

where $fi(x,t)$ is a distribution function in space x and time t; $f_i^{eq}(x,t)$ is the equilibrium distribution function, x denotes the discrete
velocity set, \( \tau_v \) is the dimensionless relaxation of the velocity field, and \( \delta t \) is the time step. In Eq. (1), the equilibrium distribution function is expressed as [34–36]:

\[
f_i^{eq} = w_i \rho \left[ 1 + 3 \left( \frac{e_i \cdot u}{c^2} + 9 \left( \frac{e_i \cdot u}{c^2} \right)^2 - \frac{3}{2} \frac{u^2}{c^2} \right) \right]
\]

where \( w_i \) is the weighting coefficient and \( c = \delta x / \delta t \) in this model:

\[
e_i = \begin{cases} 
\cos((i-1)\pi/2), & (i = 0) \\
sqrt{2} \cos((i-5)\pi/2 + \pi/4), & (i = 1, \ldots, 4) \\
1/5, & (i = 5, \ldots, 8)
\end{cases}
\]

The relaxation time for the flow field, \( \tau_v \) can be defined as

\[
\tau_v = 0.5 + v\delta t / c^2
\]

where \( v \) is the kinematic viscosity and \( c = \sqrt{3} \) is the speed of sound and \( v \) is calculated by Reynolds number as

\[
v = \frac{u_{in} \cdot 2H}{Re}
\]

The macroscopic velocity and macroscopic density can be evaluated as

\[
\rho = \sum_{i=0}^{8} \rho_i
\]

\[
\rho u = \sum_{i=0}^{8} \rho_i \cdot e_i
\]

### 3.1.2. Lattice Boltzmann equation of temperature field

Prediction of thermal field requires a new type of distribution function to represent the evolution of internal energy [37–39]. The most common type of internal energy distribution function is the nine-velocity model. The governing equation is expressed as

\[
g_i(x + e_i \delta t, t + \delta t) - g_i(x, t) = \frac{1}{\tau_g} [ g_i(x, t) - g_i^{eq}(x, t) ]
\]

The equilibrium distribution function is expressed as

\[
g_i^{eq} = w_i \rho \left[ 1 + 3 \left( \frac{\epsilon_i \cdot U}{c^2} \right) \right]
\]

Here, \( \tau_g \) is a single relaxation collision frequency for temperature distribution function and it can be defined as

\[
\tau_g = 3 \pi + 0.5
\]

where \( \pi \) can be calculated by the value of a fixed parameter \( Pr = v/\alpha \). The value of the macroscopic fluid temperature can be evaluated from [40]

\[
T = \sum_{i=0}^{8} \chi_i \ (i = 0, 1, \ldots, 8)
\]

### 3.2. Nanofluid

The thermophysical properties of nanofluid are mostly the functions of particle volumetric concentration. In the absence of experimental data, nanofluid density and specific heat are defined only as a function of volume fraction as follow [41–44]

\[
\rho_{nf} = (1 - \varphi) \rho_f + \varphi \rho_p
\]

\[
(\rho c_p)_{nf} = (1 - \varphi) (\rho c_p)_f + \varphi (\rho c_p)_p
\]

In the equations above, subscripts “\( f \)”, “\( p \)”, and “\( nf \)” refer to base fluid, nanoparticle and the nanofluid, respectively. The nanofluid thermal diffusivity can be obtained by [45]:

\[
\alpha_{nf} = \frac{k_{nf}}{\rho_{nf} c_p}
\]

Even though many models have been developed to predict the nanofluid viscosity and thermal conductivity [46], the most common models used in the literature are the Brinkman [47] model and Patel et al. [48] model, which are

\[
\mu_{nf} = \mu_f / (1 - \varphi)^{2.5}
\]

\[
\frac{k_{nf} - k_f}{k_f} = \frac{k_p}{k_f} \left( 1 + c \frac{u_p d_p}{\alpha_f} \right) \frac{d_f}{d_p} \frac{1 - \varphi_p}{1 - \varphi_f}
\]

where \( c \) is a constant and equal to 25,000 for a wide range of experimental data [48] and \( u_p \) is the Brownian velocity for nanoparticles and can be determined as:

\[
u_p = \frac{2k_B T}{\pi \mu \alpha_f^2}
\]

in which \( k_B \) is the Boltzmann constant and \( \theta \) is the temperature in Kelvin. The following equation can be used to compute the nanofluid Prandtl number:

\[
Pr_{nf} = \frac{\mu_{nf} C_p}{k_{nf}}
\]
3.3. Boundary conditions

Computational codes can produce reliable and accurate results if proper boundary conditions can be implemented. Boundary conditions play a crucial role in the stability and accuracy of numerical scheme [49]. In LBM-based numerical simulations, it seems necessary to transform density, velocity, and temperature boundary conditions which conform at mesoscale levels for a distribution function [50]. Regarding the boundary conditions of the flow field, the solid walls are assumed to be no slip, thus the bounce-back function [50]. Regarding the boundary conditions of the flow field, the solid walls had the constant value temperature, walls of the blocks. The inlet fluid was set to the value of zero, was adopted for the inlet, top and bottom walls of flow field and outlet boundary by solving the values of the unknown distribution functions coming into the computational domain from outside the domain. For instance, the constant temperature boundary conditions which conform at mesoscale levels for a distribution function [52] were used at the inlet of the computational domain in the LBM. The four equations are solved, and the desired unknown distribution functions are calculated as follows:

\[ \rho_{in} = \frac{f_0 + f_2 + f_4 + 2(f_3 + f_6 + f_7)}{(1 - u_{in})} \]  
(20)

\[ f_1 = f_3 + \frac{2}{3} \rho_{in} u_{in} \]  
(21)

\[ f_5 = f_7 + \frac{1}{6} \rho_{in} u_{in} + \frac{1}{2} \rho_{in} u_{in} - \frac{1}{2}(f_2 - f_4) \]  
(22)

\[ f_8 = f_6 + \frac{1}{6} \rho_{in} u_{in} + \frac{1}{2} \rho_{in} u_{in} + \frac{1}{2}(f_2 - f_4) \]  
(23)

An extrapolation scheme, as proposed by Mei et al. [54], was used to simulate the outlet flow condition in the LBM. Here the unknowns for outlet are \( f_1, f_6 \), and \( f_7 \) as these are coming from outside the computational domain (see Fig. 1) which theirs values are obtained by following:

\[ f_1^0 = 2f_1^{n-1} - f_1^{n-2} \]  
(24)

\[ f_6^0 = 2f_6^{n-1} - f_6^{n-2} \]  
(25)

\[ f_7^0 = 2f_7^{n-1} - f_7^{n-2} \]  
(26)

The constant temperature in the thermal boundary condition was adopted for the inlet, top and bottom walls of flow field and walls of the blocks. The inlet fluid was set to the value of zero, \( T_{in} = 0 \), and the solid walls had the constant value temperature, \( T_w = 1 \). Here, the introduced method by Mohamad [55] was employed to treat the constant temperature boundary conditions and the outlet boundary by solving the values of the unknown thermal distribution functions coming into the computational domain from outside the domain. For instance, the constant temperature boundary for inlet is applied using:

\[ g_1 = T_{in}(w_1 + w_5) - g_3 \]  
(27)

\[ g_5 = T_{in}(w_5 + w_7) - g_7 \]  
(28)

\[ g_8 = T_{in}(w_6 + w_6) - g_6 \]  
(29)

For channel outlet, a second order extrapolation are as follows:

\[ g_3^0 = 2g_3^{n-1} - g_3^{n-2} \]  
(30)

\[ g_6^0 = 2g_6^{n-1} - g_6^{n-2} \]  
(31)

\[ g_7^0 = 2g_7^{n-1} - g_7^{n-2} \]  
(32)

3.4. Results and discussion

3.4.1. Grid independency and validation

Having studied the grid independency for the code, as shown in Table 2, a lattice with \( 101 \times 2501 \) nodes was found appropriate for the next computations considering the computational cost and numerical accuracy. The local NuNusselt number calculated in the bottom wall was defined by Eq. (33) [13],

Table 2

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>Average Nusselt number</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 51 \times 1251 )</td>
<td>7.6583</td>
</tr>
<tr>
<td>( 101 \times 2501 )</td>
<td>6.5579</td>
</tr>
<tr>
<td>( 201 \times 5001 )</td>
<td>6.5425</td>
</tr>
</tbody>
</table>

Fig. 2. Variation of average Nusselt number versus number of iterations for \( Re = 10 \), \( \phi = 0.05 \) and \( B = 0.5 \).

Fig. 3. Comparison of the average Nusselt number at different solid volume fractions of nanofluid to Santra et al. [56].
Fig. 4. Variations of the streamlines in the channel versus $\phi$ at $Re = 10$ for $B = 0.3$, (a) $\phi = 0.0$, (b) $0.05$.

Fig. 5. Variations of the streamlines in the channel versus $\phi$ at $Re = 70$ for $B = 0.3$, (a) $\phi = 0.0$, (b) $0.05$.

Fig. 6. Variations of the isotherms in the channel versus $\phi$ at $Re = 10$ for $B = 0.3$, (a) $\phi = 0.0$, (b) $0.05$, (c) Comparisons of dimensionless isotherm contours for the pure fluid ($\phi = 0.0$) and nanofluid ($\phi = 0.05$).
Fig. 7. Variations of the isotherms in the channel versus $\phi$ at $Re = 70$ for $B = 0.3$, (a) $\phi = 0.0$, (b) 0.05, (c) Comparisons of dimensionless isotherm contours for the pure fluid ($\phi = 0.0$) and nanofluid ($\phi = 0.05$).

Fig. 8. Streamlines and isotherm contours for $Re = 70$ and $\phi = 0.05$. 
where $T_b$ defined as,

$$T_b = \frac{\int_0^H u \cdot T dy}{\int_0^H u dy}$$

To obtain a correct convergence of the numerical simulation, the averaged Nusselt number was plotted against the number of iterations, for $Re = 10$, $\phi = 0.05$ and $B = 0.5$. The computation was continued to achieve a constant trend (as shown in Fig. 2). In other words, the results were assumed to converge when the average Nusselt number would approach a constant value. In order to assess the accuracy of the undertaken numerical procedure, the algorithm for the 2D channel with the length to height ratio, $L/H = 100$ at different Reynolds numbers was examined. The variation of the average Nusselt number of the present computations along the hot wall was compared to those in Santra et al. [2009] at $Re = 10, 50$ and $100$ and to the different solid volume fraction of the nanofluid. The comparisons are presented in Fig. 3. They are in acceptable accuracy relative to those in the literature.

4. Results and discussion

The present computations have been carried out for $Re = 10$, $40$ and $70$, five block numbers by different block ratios $B = 0.1, 0.3$ and $0.5$, $A = 1.0$, and volume fractions of nanofluid $\phi = 0–0.05$. The effect of volume fractions of the nanofluid on streamlines and isotherms inside the channel are shown in Figs. 4–7 for different Reynolds numbers at $B = 0.3$. As the flow was approaching the blocks, the streamlines were deflected toward the top wall. Therefore, in the region near the blocks, the streamlines were more densely

\[ Nu = -\frac{2H \cdot \frac{dT}{dy} |_{y=0}}{T_w - T_0} \]

\[ T_b = \frac{\int_0^H u \cdot T dy}{\int_0^H u dy} \]
packed. A weak circulation eddy was formed behind the blocks in low Re. The strength and length of the vortices behind every block would increase with increasing the Reynolds number which caused an increase in the magnitude of the vortices due to a high flow velocity. There was no significant effect on the streamlines by changing the volume fractions of nanofluid.

Figs. 6 and 7 demonstrate isotherms. The enlarged isotherms clearly show the isotherm lines behavior near the channel walls. As shown in these figures, because of the higher thermal conductivity of the nanofluid, the nanofluid temperature was higher than the pure water in every point in the channel. In other words, in each Reynolds number, the thermal boundary layer was thickened with φ, i.e. δ_{nf}/δ_{f} > 1. This phenomena can be explained based on the analytical solution for a simplified case of external flow over a flat plate as shown in δ_{f} ≈ δ/Pr^{1/3} [57], where δ is the hydrodynamic boundary layer (δ = 5x/Re^{0.5}, with x being the distance from the plate leading edge).

Using the values of Pr_{nf} and μ_{nf} (from Eqs. (14) and (16), it can be shown that δ_{nf}/δ_{f} = (ν/ν_{nf})^{1/3}Pr_{nf}/Pr_{f}^{1/3}ν/ν_{nf} = μ/μ_{nf}. The ratio of the terms (ν/ν_{nf}) and (Pr_{nf}/Pr_{f}) can be expressed in terms of φ. The variation of the terms (ν/ν_{nf}), (Pr_{nf}/Pr_{f}) and δ_{nf}/δ_{f} with φ has been shown in three separate curves in [58] in full detail where δ_{nf}/δ_{f} > 1. It demonstrates that the thermal boundary layer thickness increases with φ. Also, it can be shown from these figures that by increasing the Reynolds number, the thermal boundary layer was condensed toward the walls, which eventually lead to the increasing temperature gradient near the wall and enhanced heat transfer. In other words, at low Reynolds numbers, the conduction was the dominating mechanism of heat transfer, therefore, the isotherms stretched above the blocks and took a larger area in the channel. As Re increased, the convection became the dominating mechanism, and the strong cold inlet flow pushed the isotherms near the bottom walls.

Fig. 8 shows the streamlines and the isotherm contours for Re = 70, φ = 0.05 and for B = 0.1 and 0.5. Similar to the case of B = 0.3, the effect of blocks on the flow pattern and the structure of the vortices were clearly observed. Simulations showed that the vortex behind the blocks became larger and covered more area as the aspect ratio B increased, due to increasing resistance to the flow. Also, the temperature values were affected by the increase of the block’s aspect ratio B where heat was circulating at higher ratio B. It seemed that the right faces of the blocks by B = 0.5 became hotter than the left faces due to the formation of the bigger clockwise vortices which carried heat from left faces to the right ones of the previous block.

The velocity and temperature distributions in the channel for various blocks aspect ratio at Re = 40 and φ = 0.03 are shown in Fig. 9. The highest value of the velocity distribution was obtained for B = 0.5. The negative values emerged due to the circulation of the flow behind the objects. Also, the temperature variation indicated that the highest values at the center of spacing were obtained at higher blocks aspect ratio.

Variation of the local Nusselt number for different values of nanofluid 0, 0.01, 0.03 and 0.05 in Re = 40 and B = 0.3 is plotted in Fig. 10. This figure demonstrates that the local Nusselt number increases with the increasing volume fraction of nanofluid, due to the increase of the thermal conductivity of the nanofluid. This indicates the merit of employing the nanofluid for enhanced heat transfer. Also, the emergence of a large value of the local Nusselt number near the corners of the blocks due to the large temperature gradient normal to the surface of the blocks leads to the high value of the convective heat transfer coefficient as a considerable effect. The rise in Nusselt number in the wake of blocks was due to the vortex formation. However, far from the blocks, the local Nusselt number decreases to a fixed value.
Fig. 11 shows the variations of local Nusselt number along the channel wall for different blocks aspect ratio B at $Re = 40$ and $\phi = 0.01$. A similar trend, according the Fig. 10, is observed by analysis of the different aspect ratio of blocks. It is observed that the local Nusselt number and the heat transfer rate increase with the increase of aspect ratio B. The maximum value of Nusselt number is found to be 52.7241 occurred at the corner of the last block by B = 0.5. Also, it is clear that inserting the blocks in channel wall would lead to increasing the heat transfer rate in the related section.

The average Nusselt number (from $x/L = 0.04–0.56$) was calculated for all volume fractions of nanofluid and all values of aspect ratio at different Reynolds numbers. The effect of $\varphi$ and $Re$ on the rate of heat transfer for $B = 0.3$ is shown in Fig. 12. Accordingly, as the Re increases at a fixed solid volume fraction of nanofluid, the average Nusselt number reaches high values which means the enhancement of heat transfer occurs at high Re. By increasing the volume concentration, the average Nusselt number increases linearly and has the highest value for the $\varphi = 0.05$. This effect was caused as the rate of heat transfer for the water-based nanofluid with Cu nanoparticles was found to be more effective than the base fluid due to a higher thermal conductivity of solid nanoparticles than the pure fluids. By increasing the nanoparticle volume fraction from 0 to 0.05, the heat transfer rates for $Re = 10, 40$ and $70$ increased to 29.20%, 39.04% and 35.12%, respectively. Also the higher value of averaged Nu equal to 10.6618 was obtained at $\varphi = 0.05$ and $Re = 70$.

Fig. 13 shows the variation of average Nu number at a different solid volume fraction of nanofluid and various aspect ratio B at $Re = 40$. The averaged Nusselt number for a different solid volume fraction of nanofluid and various Reynolds numbers at B = 0.3. The averaged Nusselt number for a different solid volume fraction of nanofluid and various aspect ratio B at $Re = 40$. The averaged Nusselt number for a different solid volume fraction of nanofluid and various aspect ratio B at $Re = 40$. Also the higher value of averaged Nu equal to 10.6618 was obtained at $\varphi = 0.05$ and $Re = 70.$
= 40. It can be seen that there was an increasing behavior in the heat transfer rate with increasing the aspect ratio. This implies that heat transfer improvement resulting from the water–Cu nanofluid addition was improved when the block aspect ratio was higher. Also, as shown in these figures, the average Nu number increased with φ as the thermal conductivity of the nanofluid increased with φ according to Eq. (17).

5. Conclusion

Two-dimensional numerical simulations using the LBM were carried out to understand the effect of nanofluid on the forced convective flow and heat transfer in a channel with surface mounted blocks. The main focus of the present paper was to investigate the effects of Reynolds number, blocks aspect ratio and solid volume fraction of nanofluid on the flow field, temperature distribution, local and average Nusselt number. The combination of different geometrical parameters of the blocks and using nanofluid in a channel are innovative in the present study. It was observed that the construction of the blocks at the bottom wall by formation of vortices and addition of nanoparticles to the pure fluid could significantly enhance the heat transfer. Local Nusselt number distribution along the lower wall was reported as its variation with nanofluid volume fraction and blocks aspect ratio demonstrated that heat transfer was improved with increasing φ and B. The study of average Nusselt number was carried out where a substantial increase in the average Nu was reported. The maximum value of Nusselt number is found to be 52.7241 occurred at the corner of the last block by B = 0.5. Interpreting the simulation results, the increase in the Reynolds number increases, the rate of heat transfer, too. Also, the higher value of averaged Nu equal to 10.6618 was obtained at φ = 0.05 and Re = 70.
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