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A B S T R A C T

Clustering is the method employed to group Web pages containing related information into clusters, which facilitates the allocation of relevant information. Clustering performance is mostly dependent on the text features' characteristics. The Arabic language has a complex morphology and is highly inflected. Thus, selecting appropriate features affects clustering performance positively. Many studies have addressed the clustering problem in Web pages with Arabic content. There are three main challenges in applying text clustering to Arabic Web page content. The first challenge concerns difficulty with identifying significant term features to represent original content by considering the hidden knowledge. The second challenge is related to reducing data dimensionality without losing essential information. The third challenge regards how to design a suitable model for clustering Arabic text that is capable of improving clustering performance. This paper presents an overview of existing Arabic Web page clustering methods, with the goals of clarifying existing problems and examining feature selection and reduction techniques for solving clustering difficulties. In line with the objectives and scope of this study, the present research is a joint effort to improve feature selection and vectorization frameworks in order to enhance current text analysis techniques that can be applied to Arabic Web pages.
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1. Introduction

Abundant amounts of Arabic text are currently available on the World Wide Web (WWW) in electronic form. The unorganized information in these textual data (Elnamo et al., 2012) has encouraged various new studies to manage this vast information, classify relevant data and to accordingly enhance the organization of text available on the WWW.

Document clustering is among the methods employed to group documents containing related information into clusters, which facilitates the allocation of relevant information. This technique can efficiently enhance the search process of a retrieval system (Alsulami et al., 2012), aids with the process of identifying crime patterns (Nath, 2006), helps extract types of crimes from documents (Alruiy et al., 2010), and can facilitate determining hidden or unknown affiliations within a social network (Q et al., 2010). Clustering is a method of grouping data items that have similar characteristics, while samples in different groups are dissimilar.

An effectively built clustering algorithm must transform free running text into structured data using a document representation model. The Vector Space Model (VSM) is the most widely used approach for this purpose and adopts Bag-of-Words (BOW) to express text. With VSM, text content is represented as vectors in a specific feature space using a word index, where each vector value corresponds to the occurrence or absence of a selected feature. The most commonly employed features in VSM are words, while other techniques use characters and phrases as features (Zhang and Zhang, 2006).

Although considerable work has been published on Arabic Web page classification, little published research related to Arabic Web page clustering is available (Abuaiahad, 2016; Froud et al., 2013a; Ghanem, 2014). Arabic is a morphologically rich (Al-Khalifa and Al-Wabil, 2007) and highly inflectional language (Beseiso et al., 2011); consequently, many clustering algorithms developed for the English language perform poorly when applied to Arabic (Abuaiahad, 2016). Developing a machine-understandable system for Arabic involves discriminating and deeply semantic processing. Accordingly, interest in research on Arabic language processing has been increasing.

In text clustering, input documents are combined in groups according to the identified content similarity among the documents. Text clustering facilitates the processes of navigating, summarizing, and organizing vast and unorganized information and also finding content from unknown text (Ahmed and Tiun, 2014). Therefore, it is significant to review research in this area to analyze work done in the Arabic text clustering field. This will help identify gaps in literature on Arabic text clustering.

The fundamental challenges with clustering Arabic Web pages include identifying the most informative features to best represent original content and designing feature discriminating vectors in order to analyse large volumes of unstructured Arabic text. The performance of text-based systems is highly dependent on the representation of text in the input space (Leopold and Kindermann, 2002; Lewis, 1990). A number of studies have been done to address these difficulties with Arabic Web page clustering and to propose solutions.

This paper is aimed to review these studies and explain the solutions applied to overcome the respective difficulties. Thus, the proposed work presents a review of Web page clustering based on Arabic text.

This paper is divided according to the main challenges discussed in previous studies regarding Web page clustering based on Arabic text. The challenges involve term representation, dimensional reduction and improving clustering performance. Each section presents a literature review on each challenge and the solution tasks.

This paper is organized as follows: Section 2 offers a general overview of the text clustering problems and applications, and related works on Arabic text clustering along with the challenges. Section 3 clarifies feature selection methods based on text clustering to solve the term representation issue. Section 4 illustrates the dimensional reduction issue. Section 5 considers means of designing a suitable model for clustering Arabic text that is capable of improving clustering process performance.

2. Text clustering

Text mining is a part of content mining. Web text mining techniques involve processing collections of Web texts and locating identical kinds of knowledge within unstructured data (Bakialakshmi, 2015). Content mining deals with how to utilize data stored in text in a suitable machine-understandable form for automatic processing (Kamde and Algur, 2011). Therefore, the purpose of text mining is to transform unstructured textual data, extract meaningful numeric values from text and consequently make the information contained in text reachable to a variety of data mining technique applications (Bakialakshmi, 2015).

Research in the text mining area addresses different topics, such as information extraction, text summarization, text representation, text classification and document clustering.

Text clustering is the process of organizing a set of text documents to be clustered according to similarities. The aim is to discover natural document groupings, as text clustering achieves an overview of the classes or topics in a corpus (Steinbach et al., 2000).

The applications of nature inspired algorithms used in clustering include weather identification (Djalil Dlimi et al., 2017; Zhang et al., 2017), email spam filtering (Alsami and Alhami, 2015; Sahoo et al., 2017a; Zhiwei et al., 2017), SMS spam detection (Nagwani and Sharaff, 2015), stock market prediction (Astudillo et al., 2016; Bansal, 2017; Peachavanish, 2016), online customer review examination (Sahoo et al., 2017b; Stoica and Özyirmidokuz, 2015; Yakut et al., 2015), scientific articles indexing (Wang and Koopman, 2017), document kind identification (Lee et al., 2017; Nuovo et al., 2017), and so forth.

Clustering methodology is valuable for pattern analysis, grouping, decision-making, and machine learning situations, as well as image segmentation, data mining, pattern classification and document retrieval. With little information available about input data, clustering methodology is suitable for discovering relations between data points to assess the data.
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As a result, a single cluster contains text documents much more highly similar to each other than to those in different clusters. Clustering is an unsupervised learning process because its properties or class memberships are unknown in advance (Andrews and Fox, 2007). A typical text clustering algorithm involves the following stages (Fig. 1) (Jain and Dubes, 1988):

i Stage 1: Document representation as an option to include feature extraction or selection methods.
ii Stage 2: Determining and calculating the document similarity measure.
iii Stage 3: Applying clustering or grouping rules.

Fig. 1 shows the sequence of clustering steps, consisting of a feedback path, as the grouping process results could influence consequent feature selection or extraction and similarity calculations (Jain and Murty, 1999). Document representation describes all inputs involved in the clustering algorithm, which are (i) the number of clusters, (ii) the number of documents to be clustered, and (iii) the number, type and weight of features that assist with the clustering process.

The first stage is using a feature selection or extraction technique. Feature selection is aimed at identifying the effective set of presented features to be included in clustering, such as DF, IG, TC, etc. Feature extraction is intended to reduce the input features by using approaches like PCA and LSI. In text clustering, the goal of using feature selection or feature extraction is to optimize the clustering ability and computational efficiency by removing irrelevant and noisy terms (features) that carry insufficient information to help with the text clustering process. One or both of these techniques can be used to acquire an appropriate set of features for clustering (Jain and Murty, 1999).

The second stage entails measuring the similarities between input documents. Document similarity is measured by a distance function calculated between pairs of documents. The grouping step can be done by different algorithms for different document categorization stages.

The last stage involves building a clustering model of the input text using the best subset of features selected through feature selection and extraction, and evaluating the performance. The clustering algorithm is divided into hard, soft or fuzzy clustering. In hard clustering, each document belongs exactly to one cluster, which means one document cannot be assigned to two different clusters. An example of hard clustering is $k$-mean clustering. On the other hand, soft clustering assigns a degree of membership of each document to the output clusters. In this case, one document can belong to more than one cluster according to its membership level. Examples of soft clustering are Fuzzy $C$-Means and Expectation-Maximization (EM) algorithms.

2.1 Applications of text clustering

Clustering is found to be highly beneficial in several contexts and disciplines. Thus, it is applied widely owing to its usefulness as one of the steps in exploratory data analysis. Among the applications of clustering are as follows:

**Web Page Clustering:** The number of Web pages available is growing rapidly, thus requiring a method of organizing information efficiently and automatically. Clustering methods can automatically categorize Web pages into different topical classes (Thanh and Yamada, 2011). When Web pages are combined based on a similar class, it becomes easier for the research engine to limit the search to a class that contains the required information (Gourav, 2011).

**Document Summarization:** This is the process of building an abstract representation of an entire document (Froud et al., 2013a). It is very difficult for humans to manually summarize large text documents. An automated summarization system is encouraged that can incur less effort and reduce time consumption. The task of clustering is to select and retrieve related sentences and remove redundancies in the document summarization process (Fejer and Omar, 2015).

**Sentiment Analysis:** The purpose of sentiment analysis is to determine the emotional polarity of a writer with respect to a specific topic (Li and Wu, 2010). The clustering method requires some domain information either from the domain experts or any semantic repository to group the input text according to similar topical classes (Turney and Pantel, 2010). In this case, a sentimental value is calculated and assigned to each group of text (Gryc and Moilanen, 2010). Therefore, document clustering can be used to extract background knowledge of textual content (Sun et al., 2011).

2.2 Related works in text clustering

To create a significant clustering algorithm, unlimited running text needs to be transformed into structured information by utilizing a document representation model. VSM is broadly utilized for this kind of goal, which receives BOW through which to express the words. With this methodology, text content is represented as a vector specifically featuring a space using a word index, whereby every different vector value corresponds to an occasion or even lack of a chosen feature. The most commonly employed features associated with VSM are words, whereas other systems might utilize characters and phrases as features (Zhang and Zhang, 2006).

Selecting the most relevant and appropriate features for input data representation can greatly impact clustering accuracy improvement (Shaban, 2009; Turney and Pantel, 2010). The enriched representation scheme should reveal existing relations between concepts and assist with accurate similarity measurements to attain better clustering performance. Gabrilovich (2006) proposed a feature generator with the help of Wikipedia to improve document representation by analyzing input documents and mapping them onto relevant concepts. In another study, Shaban (2009) adopted meaning-based text representation to represent the input documents and measure the similarity between documents. The representation scheme entails gathering syntactic and semantic features and it illustrates the space of commonality between documents more explicitly.
mended a semantic document clustering methodology that involves using part of WordNet lexical categories along with the Self Organizing Map (SOM) neural network. The end goal is to repre-

sent more relevant features in VSM and improve the perfor-

mance of document clustering.

Clustering requires a feature selection method with good performance to overcome the problem of selecting irrelevant features to represent textual data (Patel and Zaveri, 2011; Said et al., 2009).

In recent studies (Antony et al., 2016; Chen, 2015; Sutar, 2015) researchers have recommended using a feature selection method to obtain salient features that result in clustering improvement. Sutar (2015) added correlation techniques to the feature selection method to remove irrelevant and redundant features among datasets. Chen (2015) proposed a feature selection method without the need to explore the input data. Only mutual information criteria are used based on the nearest and farthest neighbors to identify relevant features rather than visit the space of all possible feature subsets heuristically.

A hybrid model based on feature selection (DF, MI, IG, CHI) recommended by Li and Zhang (2012) is intended to join the points of interest of different feature selection models to enhance textual clustering. However, they did not acknowledge the semantic similarities between terms nor determine how to consolidate these similarities with feature selection.

Among the problems of text clustering methods is high dimen-

sionality as a result of the enormous number of variables involved in text clustering. Implicating all terms found in a dataset in the clustering process results in a high number of dimensions in the vector representation of documents. Consequently, high-

dimensional data decreases the efficiency of clustering methods and capitalizes on execution time.

A number of studies have suggested a low-dimensional VSM algorithm intended to reduce high-dimensional data using dimensionality reduction methods such as Principal Component Analysis (PCA) (e.g., Farahat and Kamel, 2011; Napoleon and Pavalakodi, 2011) or feature selection techniques such as CHI or Mutual Information (MI) (e.g., Li and Zhang, 2012). Napoleon and Pavalakodi (2011) raised the exactness of a $k$-means algorithm in high-dimensional datasets by utilizing PCA; nonetheless, they were not comprehensively ready to include semantic similarity between the terms. Interestingly, for Farahat and Kamel (2011) misuse of semantic relations occurred between terms with GVSM hybrid vector representation, whereby they mapped the statistical correlations between terms onto latent spaces (latent component indexing (LSI) or PCA). With their strategy, the viability of clustering functional processes improved; however, huge-scale datasets consequently need a distributed implementation of the complex calculation of semantic kernels, in contrast to VSM.

A hybrid classification technique was suggested by Isa et al. (Isa et al., 2008, 2009a; Lee et al., 2012) to decrease dimensionality by means of utilizing a probability distribution of the categories in a document. The categories are the vectors used to represent the document and afterwards to encourage the classifier to accept these distributions. Their model achieves comparative valuable alertness regarding accuracy, mainly due to the fundamental elimination of time taken. Moreover, the Bayes equation utilized as a weighting scheme contains some inadequacies mainly by failing to offer sufficient ability to recognize categories. The ability of this procedure to address categories with a significant amount of well-known keywords is limited in accordance with the lack of proficiency to recognize correct categories and comprise document information (Zhou et al., 2010). In addition, the varieties of probability distributions of terms in a respective document are not recognized (Guru et al., 2010).

Although background knowledge is reported in literature studies (Gharib et al., 2012; Hu et al., 2008; Jing et al., 2011; Park and Lee, 2012; Thanh and Yamada, 2011) regarding the improvement of document clustering effectiveness, there are some limitations. Wikipedia-based methods are not very simple to use when handling situations of synonymy and polysemy, and are in fact convoluted when mapping the initial text to the correct concepts. Besides, the powerless focus of WordNet-based strategies can be attributed to the presence of noise as well as unrelated data for documents in a specific area. This occurs since it is a general lexicon and employs common words that are occasionally terms representative of a document.

The algorithms described above have some or fewer drawbacks. Some such algorithms can eliminate irrelevant features but fail to handle high-dimensional features while others can remove irrelevant features and keep in view high-dimensional features. Text clustering is a useful technique for many applications and different languages (Amine et al., 2013; Froud et al., 2013a; Gharib et al., 2012; Jing et al., 2010; Liu et al., 2011; Sharma and Gupta, 2012; Thanh and Yamada, 2011). The next section presents a discussion on related works and issues pertaining to Arabic Web page clustering techniques.

2.3. Related works on Arabic Web text clustering techniques

The growth of Arabic Web pages with large amounts of text that hold unorganized informative data urge the necessity to adopt solutions to wisely manage such textual data (Elmaroy et al., 2012). Due to the unstructured character of these texts, machines cannot efficiently understand valuable knowledge.

Compared to the large number of research works and resources available in English, the problem of high-dimensional data and lack of relevant features in Arabic documents has been studied much less (Froud et al., 2012, 2013a; Harrag et al., 2010; Karima et al., 2012; Sahmoudi et al., 2013).

Table 1 lists previously published studies on Arabic text clustering.

Table 1 contains five main columns: 'Study', 'Application', 'Clus-

tering method', 'Evaluation' and 'Integrated method.' The 'Study' column represents the study reference, 'Application' explains the implemented study domain, 'Clustering method' symbolizes the method applied for clustering Arabic text in the study, and the 'Integrated method' column indicates the method utilized in the study to enhance clustering. 'Evaluation' is divided into four sub-columns, comprising 'Precision', 'Recall', 'F-measure' and 'Purity' measurements. These sub-columns show the evaluation measurements used in each study and performed by each data source using a few structure and content mining techniques.

Working with word or phrase structure in the Arabic language can enhance document clustering. Pre-processing and stemming methods such as a root-based stemmer or light stemmer can be used to obtain relevant features (Al-Anzi and AbuZeina, 2015; Ashour et al., 2012; Bsoul and Mohd, 2011; Ghanem, 2014; Harrag et al., 2010). Bsoul and Mohd (2011) examined the impact of using an Arabic root-based stemmer (ISRI) with different similarity measures, and suggested that stemming with ISRI improves clustering quality. Similar to their study, Ashour et al., (2012), Ahmed and Tiun (2014) and Ghanem (2014) carried out comparative studies on light stemming, root-based stemming and no stemming. The studies suggest that light stemming is more appropriate than root-based stemming or no stemming using precision and recall evaluation measures. Pre-processing steps are necessary to eliminate noise and keep only useful information to enhance document clustering performance (Ahmed and Tiun, 2014; Al-Omari, 2011).

On the other hand, some researchers have reported that using stemming to identify relevant features for Arabic text clustering may negatively affect the clustering results (Froud et al., 2013a;
Summary of related works on Arabic text clustering.

Ashour et al., 2012; Amine et al., 2013). In particular, Arabic stemmers tend to produce high stemming error ratios (Al-Shammari and Lin, 2008). Root-based stemmers produce over-stemming errors because Arabic is a highly inflected and complex morphological language (Ashour et al., 2012), while light stemmers (Larkey et al., 2008) tend to produce high stemming error ratios (Al-Shammari et al., 2012; Amine et al., 2013). In particular, Arabic stemmers can lead to problems with wrongly distinguishing each other according to category, while stemming of abstract representations model for different words that carry the same meaning (Awajan, 2015a). Additionally, applying stemming only in clustering is not efficient because documents must be distinguished from each other according to category, while stemming of abstract words can lead to problems with wrongly distinguishing documents.

Another approach, FIHC (Frequent Itemset-based Hierarchical Clustering), was proposed by Al-sarrayrih and Al-Shalabi (2009) to obtain the most frequently shared itemsets among document sets in clusters. They used N-grams based on word level and character level Trigrams and Quadgrams to extract the most frequent itemsets. They obtained promising results using N-grams based on word-level clustering of Arabic language text. However, a problem with the FIHC method is the number of word occurrences in a document as part of the clustering criteria (Backialakshmi, 2015). Therefore, researchers use such models to extract important topics from large text (Ayadi et al., 2014; Lu et al., 2011; Sriurai, 2011). In addition, Amine et al. (2013) recommended LDA as a suitable model to deal with the morphological and syntactic characteristics of the Arabic language. A study by Amine et al. (2013) highlighted the influence of the morpho-syntactic characteristics of the Arabic language on document clustering performance. They compared LDA with k-means clustering by applying both techniques on a set of Arabic documents. The authors suggested that using probabilistic topic models such as LDA provides substantial performance improvement over k-means. Froud et al. (2013a) applied LSA to produce Arabic summaries used to represent documents in VSM and cluster them in the crime domain. They applied this method with a rule-based approach using the dependency relation between some intransitive verbs and prepositions. They proved that the proposed method has the ability to extract keywords based on syntactic principles.

In some literature it is recommended to use probabilistic topic models for text representation to improve Arabic language clustering (Amine et al., 2013; Froud et al., 2013a; Al-Anzi and AbuZeina, 2016). The main purpose of topic modeling is to achieve machine-understandable and semantic explanations of Web text content in order to extract knowledge rather than unrelated information. Topic models are based on estimating the probability distributions of multiple topics in a document over a set of words. There are many probabilistic topic models such as Latent Semantic Analysis (LSA), Probabilistic Latent Semantic Analysis (PLSA), and Latent Dirichlet Allocation (LDA). These models capture correlated words in the corpus with a low-dimensional set of multinomial distributions called “topics” and provide short descriptions of documents. Therefore, researchers use such models to extract important topics from large text (Ayadi et al., 2014; Lu et al., 2011; Sriurai, 2011). In addition, Amine et al. (2013) recommended LDA as a suitable model to deal with the morphological and syntactic characteristics of the Arabic language.
Latent Semantic Indexing (LSI) was utilized by Al-Anzi and AbuZeina (2016) to group similar unlabeled documents into a pre-defined number of topics. They compared three different clustering methods: Expectation-Maximization (EM), Self-Organizing Map (SOM), and k-means algorithm. According to their research, LSI is recommended for labeling documents as well as improving clustering results. Awadalla and Alajmi (2011) suggested using synonym merging to preserve feature semantics as a way to solve the problem of feature synonym exclusion during the feature selection process.

Arabic text analysis is challenging (Al-Khalifa and Al-Wabil, 2007) due to the complicated morphological characteristics of Arabic words and sentences (Beseiso et al., 2010; Zitouni et al., 2010). Moreover, the in-depth analysis of large volumes of Web documents is also challenging (SAM, 2009) and consequently, an appropriate feature reduction and selection technique is required. In addition, misselecting and misrepresenting relevant features is always a concern with Arabic text analysis techniques (Awajan, 2015b). In other words, the fundamental challenges of Arabic text clustering regard the selection of features to best represent input text and designing feature vector models with the ability to discriminate based on the predefined information required for a particular clustering method (Ghanem, 2014). To date, work on enhancing document representation models for Arabic content clustering by reconciling semantic relations and lessening high-dimensional and runtime utilization is quite scarce, while outcomes present certain limitations. Therefore, a better technique for clustering Arabic textual data with a suitable feature selection and reduction design is highly desired. The next section explains the main issues and challenges with analysing Arabic Web pages using clustering methods.

### 2.4. Challenges of Arabic Web page analysis using clustering

There are three main challenges in applying text clustering to Arabic Web page content. The first challenge concerns the difficulty with identifying significant term features to represent original content by considering the hidden knowledge. Hidden knowledge is found in input text, such as semantic information and category relations. The Arabic language has a complex morphology and is highly inflected (Ashour et al., 2012). Thus, selecting appropriate features affects clustering performance positively.

In order to further clarify the term representation issue, feature selection methods based on text clustering are examined in detail in Sect. 3.

The second challenge is related to data dimensionality reduction without losing essential information. Online textual data are numerous and contain features with several dimensions, which leads to complexity throughout the clustering process. For this reason, employing a proper method to discover essential information automatically from textual documents may provide the right features that function correctly to optimize clustering accuracy. Across text classification, vectorizing a document by estimating probability distribution is a successful means of dimension reduction employed to preserve processing time (Isa et al., 2008, 2009a, b; Lee et al., 2012). In order to further illustrate the dimensional reduction issue, feature extraction methods based on text clustering are closely examined in Sect. 4.

The third challenge regards how to design a suitable model for clustering Arabic text that is capable of improving clustering process performance. Clustering performance is mostly dependent on the features’ characteristics (Jain and Murty, 1999). A Web page clustering technique is only effective when appropriate feature selection and feature reduction are integrated with a proper clustering method (Ghanem, 2014). However, improving clustering performance requires computational algorithms that adapt appropriate feature selection or reduction methods with well-established clustering approaches capable of achieving higher performance (Jain and Murty, 1999).

According to Table 1, different approaches have been applied for clustering Arabic text. The majority of listed studies report using k-means (Froud et al., 2013a; Amine et al., 2013; Ashour et al., 2012; Ghanem, 2014). Ghanem (2014) strongly recommended implementing k-means for Arabic text clustering. However, Said et al.’s (2009) study demonstrated that Arabic text clustering performance can be further improved if it is adapted to appropriate feature selection and extraction methods. In order to identify the most appropriate clustering approaches, some of the available methods based on text ‘clustering are explained in Sect. 5.

### 3. Feature selection methods

There are three types of features: irrelevant, strongly relevant and weakly relevant features (Ghwanmeh, 2005). Irrelevant features can be eliminated without affecting clustering performance while strongly relevant features contain helpful information and removing these will decrease clustering performance. Weakly relevant features contain information valuable for clustering, although they are not necessarily related to other words.

The feature selection method aims to eliminate irrelevant or redundant features, and keep features that contain reliable, useful information within a corpus (Seo et al., 2004). Feature selection is very beneficial, as it cuts down the operation time of clustering approaches. When removing unnecessary features, this results in small size data sets. In addition, it improves clustering accuracy by removing meaningless features and keeping the significant features in clustered text documents. The identified features are helpful for data clustering in maximizing the distance between clusters and minimizing the distance within clusters (Chen, 2015). Consequently, the machine memory size required to process the corpus is minimized.

Feature selection has been successfully applied in many real applications, such as in pattern recognition for Object-Based Land Cover Mapping of Unmanned Aerial Vehicle Imagery (Ma et al., 2017), or to improve the quality of ground-truth datasets for digital pathology (Marée, 2017), in text categorization for proper identification of student dataset (Rajeswari and Juliet, 2017) or to identifyies terrorism-related documents (Choi et al., 2014; Sabbah et al., 2016a), in making investment decisions such as for stock prediction (Tsai and Hsiao, 2010), in image processing for early diagnosis of diseases (Adeli et al., 2017; Yang et al., 2017), and so forth.

Feature selection algorithms are classified into two primary categories: algorithms based on the filter model and those based on the wrapper model (Yu and Liu, 2004). The filter model depends on the common characteristics of the input text to estimate and select the subset of features without involving any other algorithm. A relevance metric is considered in feature selection (Chen, 2015), whereby a feature is either dependent (related, constant, reliable, significant or helpful) on the objective class or temporarily independent of the other features. The filter approach is widely used in the text clustering field, whereby features are chosen by score matrices like Document Frequency (DF), Information Gain (IG), Mutual Information (MI), Chi-square (CH) and Term Strength (TS). On the other hand, the wrapper model requires a pre-specified learning algorithm to be trained and search for features. It is aimed to successfully visit the space of all possible feature subsets to select the best feature subset resulting in performance improvement.

Feature selection methods have been proven to be valuable for text categorization and clustering (Dong et al., 2006; Mesleh, 2015b).
A feature selection method developed by Abbasi et al. (2008) demonstrates the importance of stylistic and syntactic features in opinion classification. The authors demonstrated that using such approach improves the identification of the main features used for each sentiment class. Feature selection methods used regularly for Arabic text clustering are DF, IG, CHI, TS, and TC.

DF, IG, and CHI are confirmed to be correlated in terms of extracting any significant terms for text classification (Yang and Pedersen, 1997). TS and TC outperform DF in text clustering according to a comparative study of unsupervised feature selection (Liu et al., 2003). TC exhibits more advantages as an unsupervised feature selection method (Liu et al., 2005). Each feature selection method is detailed below.

### 3.1. Document frequency (DF)

DF is recognized as one of the more effective feature selection approaches with the text classification function (Dong et al., 2006). DF is the simplest among methods and has lower cost, but its performance level is similar to the CHI and IG feature selection methods (Yang and Pedersen, 1997). DF obtains documents in a corpus that contain a specific term and excludes all documents that do not contain the assigned term. This means the term is weighted according to its frequency of appearance in more than a single document of the corpus. Therefore, if the collection has ten documents and term A appears in four documents, the weight of term A is four. This technique follows the essential assumption that uncommon terms are either non-informative for predicting the category, or not important in the overall performance (Xu and Chen, 2010). Some terms are deleted if they do not match a lower predefined DF threshold. Based on this assumption, terms with lower DF are considered as noise to the document representation and are not valuable to the clustering process.

### 3.2. Information gain (IG)

The IG method computes the information $c_i$ number for category prediction according to the non-occurrence of a term $t$ in a document $d$ (Xu and Chen, 2010). A hybrid method combining Document Frequency and Information Gain performs best in term selection used by the KNN classifier for Arabic text (Syiam and Fayed, 2006). In addition, IG is used to enhance Support Vector Machine (SVM) learning algorithms, as done by Chen (2008), and exceeds the standard SVM model. For each category, $i \in [1, M]$ where $M$ is the number of categories in a corpus. The IG for a term $t$ is defined in Eq. (1) (Mesleh, 2008):

$$IG(t) = - \sum_{i=1}^{M} p(c_i).\log p(c_i) + \sum_{i=1}^{M} p(c_i|t).\log p(c_i|t) + p(t)\sum_{i=1}^{M} p(c_i|t).\log p(c_i|t)$$  

where $p(c_i)$ is the chance that a document variable $d$ relates to class $c_i$, $p(c_i|t)$ is the probability of class $c_i$ given that document $d$ contains a term $t$, while $p(c_i|t)$ is the probability of a class $c_i$ when document $d$ contains term $t$.

### 3.3. Chi-square (CHI)

The CHI method is used to evaluate the lack of independence relating to text features and text categories. High Arabic text classification effectiveness is evident when using CHI with SVM (Mesleh, 2007a,b; Thabtah et al., 2009). Essentially, CHI feature selection is proven to be a suitable method of classifying Arabic text. The mathematical definition of Chi-square is given in Eq. (2) (Mesleh, 2008), where $t$ represents a term, $c$ represents a category, and $P(T)$ is calculated as the number of documents not related to class $c$ divided by the total number of training documents.

$$CHI(t, c) = \frac{N |P(t, c)P(T, c) - P(t)P(T)c)|^2}{P(t)P(T)c}$$  

### 3.4. Term strength (TS)

The TS method was first introduced by Wilbur and Sirotkin (1992) for use as a stop word reduction means in text retrieval. Later, Yang (1995) applied TS for text categorization purposes. TS can have high computation complexity when used with high numbers of documents, which may lead to difficulty with parameter tuning (Liu et al., 2003). This approach is based on estimating term strength, where strong terms are relatively informative and shared by related documents (Do and Hui, 2006). This method involves two steps:

i. Compute the similarities of all documents in a corpus as pairs using the cosine similarity metric value $sim (d_i, d_j)$ of the two documents. If $sim (d_i, d_j)$ exceeds the predefined threshold, then $d_i$ and $d_j$ are considered similar.

ii. The term strength for term $t$ is calculated according to the conditional probability that term $t$ appears in document $d_i$ when it occurs in document $d_j$ as follows:

$$\text{term_strength}(t) = \text{sim}(d_i, d_j) \times \frac{P(t|d_i)P(t|d_j)}{P(t|d_i)}$$

### Table 2

Summary of single and hybrid feature selection methods.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Feature selection method</th>
<th>Method of combination</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. (2007)</td>
<td>Word category distinguishing ability and IG</td>
<td>IG after category distinguishing</td>
<td>Chinese text sentiment classification</td>
</tr>
<tr>
<td>Chantar and Corne (2011)</td>
<td>BPSO and KNN</td>
<td>KNN after BPSO</td>
<td>Arabic document categorization</td>
</tr>
<tr>
<td>Habib et al. (2006)</td>
<td>DF and IG</td>
<td>IG after DF</td>
<td>Arabic document classification</td>
</tr>
<tr>
<td>Sabbah et al. (2016b)</td>
<td>TF, DF, IDF, TF-IDF, IG, and Entropy</td>
<td>Not applicable</td>
<td>Arabic Web page classification</td>
</tr>
<tr>
<td>Thabtah et al. (2009)</td>
<td>CHI</td>
<td>Not applicable</td>
<td>Arabic text categorization</td>
</tr>
<tr>
<td>Zahran and Kanaan (2009)</td>
<td>PSO</td>
<td>Not applicable</td>
<td>Arabic text categorization</td>
</tr>
<tr>
<td>Al-Harbi et al. (2008)</td>
<td>CHI</td>
<td>Not applicable</td>
<td>Arabic text classification</td>
</tr>
<tr>
<td>Syiam and Fayed (2006)</td>
<td>DF, IG</td>
<td>IG after DF</td>
<td>Arabic text categorization</td>
</tr>
<tr>
<td>Said et al. (2009)</td>
<td>MI, IG, and DF</td>
<td>Not applicable</td>
<td>Arabic text categorization</td>
</tr>
<tr>
<td>Li and Zhang (2012)</td>
<td>DF, MI, IG, and CHI</td>
<td>Union</td>
<td>Text classification</td>
</tr>
<tr>
<td>Tsai and Hsiao (2010)</td>
<td>PCA and GA</td>
<td>Union, intersection, and multi-intersection strategies</td>
<td>Stock prediction</td>
</tr>
<tr>
<td>Awadalla and Alajmi (2011)</td>
<td>DF, TFIDF, CHI, IG, and MI</td>
<td>Not applicable</td>
<td>Arabic document classification</td>
</tr>
</tbody>
</table>

$TS(t) = p(t \in d_i | t \in d_j)$ \quad \text{with } i \neq j \quad (3)

3.5. Term contribution (TC)

TC appears to be a favourite unsupervised selection method for text clustering owing to its lower computational cost (Liu et al., 2003, Almeida et al. (2009) used TC as a term selection means to implement text clustering with the k-means algorithm. It overcomes the disadvantage of DF of not considering the term's distribution among the corpus, especially when term $t$ occurs frequently (Osiniski, 2004). It considers the term's contribution to the corpus and is calculated as the overall term's contribution to the documents' similarities. The mathematical calculation provided by Liu et al. (2003) is shown in Eq. (4), where $w_{t,d_i}$ denotes the weighting of term $t$ in document $d_i$ using TFIDF, and $N$ is the total number of documents in the corpus.

$$TC(t) = \sum_{i=1}^{N} \sum_{j=1}^{N} w_{t,d_i} \times w_{t,d_j} \quad (4)$$

3.6. Limitations of feature selection methods

In terms of Arabic document clustering and based on Sect. 2.3 above, most studies on Arabic text clustering (Al-sarrayrih and Al-Shalabi, 2009; Amine et al., 2013; Fejer and Omar, 2015; Froud et al., 2010, 2013a; Ho et al., 2003) do not use DF, TFIDF, TS, CHI, TS and TC as feature selection methods in clustering algorithms. On the other hand, other classification and categorization applications for Arabic text that heavily use feature selection methods are shown in Table 2 (Al-Harbi et al., 2008; Awadalla and Alajmi, 2011; Habib et al., 2006; Said et al., 2009; Syiam and Fayed, 2006; Thabtah et al., 2009; Zahran and Kanaan, 2009). A feature selection method serves to obtain an appropriate set of features for use in clustering (Jain and Murty, 1999). From a clustering point of view, removing irrelevant features will not negatively influence clustering accuracy but it will decrease the required storage and processing time (Aleyani et al., 2016). Accordingly, there is a need to enrich the application of feature selection methods for Arabic text clustering.

In addition, Dai et al. (2003), Sabbah et al. (2016b), Tsai and Hsiao (2010) and Li and Zhang (2012) found that appropriate combinations of different types of features can function better than a single type of feature. The concept of combining different feature forms has been applied in Arabic text classification tasks (Syiam and Fayed, 2006; Chantar and Corne, 2011; Habib et al., 2006; Sabbah et al., 2016b) as shown in Table 2.

Habib et al. (2006) did a research and concluded that a hybrid approach is a preferable feature selection method for Arabic text classification tasks over a single feature selection method. Their research was motivated by the fact that categorizing Arabic text using a feature selection method which considers all categories can offer higher results. However, this may affect some documents such that they fail to show any terms in the set of selected features, as found in their study (Syiam and Fayed, 2006). On the other hand, feature selection dependent on a single document can be used to mitigate this problem, but it produces a lower classification rate. Hence, to balance between these feature selection methods, a hybrid approach was recommended (Habib et al., 2006). The feature sets generated based on different ideas on relevant features are combined into one hybridized feature set to benefit from the strength of each method while complementing for the weaknesses of other methods in order to obtain better identifiers for text clustering as well as improve clustering performance. For instance, CHI evaluates the lack of independence between terms and categories, MI estimates the compactness of terms with categories, while TF–IDF determines the relevant density of a given word in a single document and DF represents the number of term occurrences in different documents. The feature selection hybridization method facilitates identifying a feature set that strengthens the term weight according to the category's popularity and weakens the term weight according to the category's unpopularity within the document.

4. Dimensionality reduction methods

A method of feature reduction is a learning procedure that captures hidden topics within a given document according to the relationship between topics and words, as well as words and words. It reveals the topics in a corpus without providing any predefined categories. It is based on the definition that every document is a combination of topics and every word within a document belongs to a topic. Furthermore, a single document may contain several words generated by different topics (Wallach, 2006). A feature reduction task is sometimes referred to as a feature extraction task (SAM, 2009; Abbasi et al., 2008a). Feature reduction concerns reducing data complexity to a simpler form of information. A few works have been carried out with the purpose of using feature extraction as topic modeling with Arabic text, as pointed out by Brahmi et al. (2011). The present study employs Principal Component Analysis (PCA) as applied by Buntine et al. (2004) and Buntine and Jakulin (2004), and Probability Latent Semantic Analysis (PLSA) as applied by Lu et al. (2011) and Zhou et al. (2014). Meanwhile, LSA was utilized by Dumais et al. (1997) and Landauer et al. (1998). The resulting hidden knowledge from these models can be used to enhance the clustering algorithm. The feature reduction models are detailed below.

4.1. Principal component analysis (PCA)

PCA models a topic at the word level inside a document, making the topic model a discrete analogue to PCA (Buntine, 2009). This signifies that PCA can also be used to learn topics from a set of documents. Liu et al. (2011) studied PCA for clustering tasks. Different extended models of PCA are suggested in the literature regarding the same purpose. Discrete PCA known to build independent components was suggested by Buntine et al. (2004) as a better topic model for Web data. Perko et al. (2004) used Multinomial Principal Component Analysis (MPCA) as topic modeling to detect topic trends. PCA follows the steps below (Salehi and Ahmadi, 1993):

i. Consider X is a $N \times d$ data matrix with one row vector $x_n$ per data point.
ii. Subtract mean $x$ from each row vector $x_n$ in X. The subtracted mean is the average across every dimension.
iii. Then compute the covariance matrix of X.
iv. Determine the eigenvectors and eigenvalues of the defined covariance matrix.
v. The eigenvector with the highest eigenvalue is considered the principal component of the data set.
vi. Multiply the eigenvector with largest eigenvalue by the standardized original data. The first principal component (PC1) is the linear combination of the standardized data with the first eigenvector and is used as the weight.

4.2. Probabilistic latent semantic analysis (PLSA)

The main purpose of PLSA is text document analysis and retrieval. PLSA is an unsupervised way of discovering latent topics or latent events within the text. It is used to automatically group text
topics or events from the text and extract keywords (semantics) without using any prior knowledge. PLSA has an advantage in modeling in comparison to LSA. PLSA defines a proper generative data model that can interpret a document in the Probabilistic Latent Semantic space as multinomial word distributions (Xu et al., 2008). It is deemed a better choice for model selection and complexity control. As a result, PLSA is appropriate for clustering text extracted from Web sites using different text presentations and weighting schemes.

In the PLSA model, each document $doc_d$ (with a weight of the word $term_j$) is associated with an unobserved topic variable $z$, where the documents are represented using VSM, each document is represented as a collection of vectors $doc_d = \{ W_{1d}, W_{2d}, \ldots, W_{d_d} \}$, $d = 1, 2, 3 \ldots N$, $N$ is the overall number of documents in the corpus and $W_{id}$ is the weight of $term_i$ in document $doc_d$. Thus, $V_{id} = v(doc_d, term_i)$, where $v(doc_d, term_i)$ indicates the weight $W_{id}$ of the word $term_i$ in the document $doc_d$.

In each iteration, a topic $z = 1, 2, \ldots, k \sim p(z)$ is chosen first, followed by a document and a word that are independent of each other but both are dependent on the topic, as $doc_k \sim p(doc_k|z_k)$, $term_j \sim p(term_j|z_k)$. A joint probability model $p(term, doc)$ is defined by the combination in Eq. (5) as stated by Xu et al. (2008):

$$p(term, doc) = \sum_{z=1}^{k} p(z)p(doc|z)p(term|z)$$  \hspace{1cm} (5)$$

where $p(term, z)$ and $p(doc, z)$ represent the probabilities of the selected word/document respectively on latent class variable $z$. Then this model estimates with the selected estimation algorithm. One of the commonly known algorithms for estimating parameters in PLSA is Expectation-Maximization (EM) (Cheng et al., 2011).

EM estimates $p(term, z)$ and $p(doc, z)$ in the model with the following equations:

Expectation – which calculates the probability of the following posterior:

$$p(z, doc, term) \propto \frac{p(z)p(doc|z)p(term|z)}{\sum_{z} p(z)p(doc|z)p(term|z)}$$  \hspace{1cm} (6)$$

Maximization – which estimates the following terms:

$$p(term|z) \propto \sum_{d=1}^{N} v(doc_d, term) p(z|doc_d)$$  \hspace{1cm} (7)$$

$$p(doc|z) \propto \sum_{t=1}^{M} p(doc, term_t) p(z|doc, term_t)$$  \hspace{1cm} (8)$$

$$p(z) \propto \sum_{d=1}^{N} \sum_{t=1}^{M} v(doc_d, term_t) p(doc|z, term_t)$$  \hspace{1cm} (9)$$

The output is a new reduced matrix $N \times k$ of the class-conditional probability of every document as in Eq. (10):

$$\begin{bmatrix}
p(doc_1|z_1) & \cdots & p(doc_1|z_k) \\
\vdots & \ddots & \vdots \\
p(doc_N|z_1) & \cdots & p(doc_N|z_k)
\end{bmatrix}$$  \hspace{1cm} (10)$$

where $N$ is the total number of documents enclosed in the extracted Web page, $k$ is the total number of topics corresponding to the topic categories in the extracted Web page and $M$ is the total number of words. The two EM steps (Eqs. (6), (7), (8) and (9)) are repeated until convergence is reached.

Once the model is trained, it can be said that $p(term|z)$ are the topics. Each topic is defined by a word multinomial since the topics seem to have distinct semantic meanings. From $p(doc|z)$ and $p(z)$ it is possible to compute $p(z|doc) \propto p(doc|z)p(z)$, where $p(z|doc)$ is the topic weight for document $doc_d$.

4.3. Latent semantic analysis (LSA)

LSA is meant to measure the semantic similarity of a corpus, as it represents the text corpus in a more semantic manner (Mihalcea et al., 2006). Latent Semantic Indexing (LSI) is the application of LSA in the information retrieval field. LSA estimates the similarities between documents in which words appear and creates a new reduced representation of the text according to the relationships found between the words (Landauer et al., 1998). It is supposed that words in identical documents tend to have related meanings, thus bringing documents with similar topical content close to one another in the resulting space. LSA is reported in the literature for improving the performance of information retrieval and filtering. Paulsen and Ramamipario (2009) used LSI with k-means clustering to retrieve related documents from a collection of documents. On the other hand, Lucia et al. (2007) used LSA as an information retrieval method to define the dissimilarities between Web pages and then utilized clustering algorithms to group related Web pages. LSA follows Singular Value Decomposition (SVD) of the term-document matrix of a textual collection as shown in Fig. 2.

LSA can be implemented using the SVD of the original term-document matrix $X \times (N \times d)$ as in Eq. (11) below:

$$A = USV^T$$  \hspace{1cm} (11)$$

A word vector is represented in matrix $U$, a document vector is represented in matrix $V$, and $S$ is a diagonal matrix containing the singular values of $D$. LSA retains single $k$-largest ($k < r$ = rank($A$)) singular triples (Ampazis and Perantonis, 2004).

4.4. Limitations of dimensionality reduction methods

Limitations of the explained dimensionality reduction methods are reported by Hoenkamp (2011), Prasad and Bruce (2008), Sabbah et al. (2016b), SAM (2009), and Thomas (2011). Using SVD with PCA and LSA incurs a limitation with the bottom effect on categorical data (Hoenkamp, 2011). Hence, these methods are not efficient representations for categorical data. The discussed feature reduction models are not human-readable; consequently, it is difficult to apply the resulting topics further such as in clustering annotation. Moreover, determining the number of topics for each model is based on heuristics and requires expertise. Dimensional reduction can also only be achieved if the original variables are correlated (Prasad and Bruce, 2008).

Other methods have been proposed in different studies for the purpose of reducing feature dimensionality without the use of
PCA, LSA or PLSA (Isa et al., 2009b; Li et al., 2008; Zhang et al., 2008). The problem of high-dimensional features is sometimes a result of how the features are represented. Accordingly, an enhanced representation model is a solution to reduce document vector dimensionality, as reported in different studies (Zhang et al., 2010; Awajan, 2015a, 2015b; Hotho et al., 2003; Barresi et al., 2008). Another way a specific factor or correlation can be addressed along with the feature reduction method is to describe the term-category dependency more accurately (Isa et al., 2009b; Li et al., 2008) or to represent the word distribution based on the semantic context (Awajan, 2015a,b; Gharib et al., 2012).

According to Amine et al. (2013) and Lu et al. (2011) there are generally two ways to use a feature reduction method for document clustering. In the first approach, the feature reduction method acts as a topic model to reduce the document representation dimensionality (from high-dimensional representation of documents (word features) to low-dimensional representation of topic features), after which a standard clustering algorithm like k-means is applied in the new representation. The other approach uses feature reduction methods more directly.

Using a feature reduction method as a topic model is a process of detecting valuable knowledge hidden within the data. The topic model is integrated with a clustering approach to group the provided text content into unrelated groups based on the content similarity score calculated. Text documents that address similar topics are grouped together. Document clustering and topic modeling are related and can benefit each other. On one hand, topic models can determine latent semantics embedded in the document corpus and the semantic information can be much more useful for recognizing document groups than raw term features. In classic document clustering approaches, documents are usually represented with a BOW model, which is purely based on raw terms and is not enough to capture all semantics. Topic models are able to place words with similar semantics into the same group called a topic, where synonymous words are treated as the same. Under topic models, the document corpus is projected into a topic space, which reduces the similarity measure noise and the corpus grouping structure can be identified more effectively.

The most straightforward basic term used to represent a text document is a word. In various text clustering cases a word is a meaningful unit of little ambiguity that can be overcome by considering the background information. The representation scheme reflects existing relations between concepts (structures and semantics) and assists with accurate similarity measurements that result in improved clustering performance. Enriching text representations with knowledge integrated with accurate similarity measures will enhance clustering process output. Across text clustering, vectorizing a document by estimating the probability distribution is a successful dimension reduction means employed to preserve processing time (Isa et al., 2008, 2009a; Lee et al., 2012).

Isa et al. (2008, 2009a) and Lee et al. (2012) recommended an approach to decrease the dimensions by estimating the probability distribution of categories in a document. The probability distribution of categories in a document are the vectors used to represent the document and afterwards to encourage the classifier to accept these distributions. The naive Bayes is used to vectorize raw text data based on probability values and SOM serves for automatic clustering based on previously vectorized data. The text representation consisting of the document probability distribution is annotated to various predefined categories using the Bayes formula (Dai et al., 2003). Naive Bayes is used to vectorize input text because it is considered term-category dependent based on the calculation of the probability distribution of the document related to the current categories in the corpus.

A low-dimensional semantic VSM method was proposed by Awajan (2015a, 2015b). Their method uses the extracted semantic information to build a word-context matrix to represent the word distribution across contexts and to transform the text into a VSM representation based on word semantic similarity. Lexical semantic resources such as Arabic WordNet and named entity gazetteers are involved in the proposed method.

Analyzing Arabic text is challenging (Al-Khalifa and Al-Wabil, 2007) due to the morphological characteristics of Arabic words and sentences (Beseiso et al., 2011). Developing a feature reduction method for Arabic text involves discriminating and deep semantic processing. Moreover, categorizing is a powerful tool to manage large numbers of text documents. By grouping text documents into sets of categories, it is possible to efficiently maintain or search for needed information (Hu et al., 2009).

To adapt the feature reduction method as a topic model to Arabic text clustering, the dimensionality problem must be solved along with term-semantic correlation and term-category dependency. Although the above studies did not use feature reduction methods for clustering Arabic Web page text, the studies did suggest proposing a feature reduction method that is capable of improving model performance.

5. Feature hybridization methods

Feature hybridization involves combining different attribute features to form a new feature set. In addition, different ways of selecting and extracting relevant features may produce different
clustering results (Alelyani et al., 2016). In Fig. 3 (c), four clusters are the output of using two feature selection and reduction methods (F1 and F2), while Fig. 3 (a) and Fig. 3 (b) demonstrate two clusters when using either a feature selection or feature reduction method only (F1 or F2). Consequently, combining multiple feature selection and reduction methods may result in different clustering, which can significantly aid with the discovery of hidden knowledge in the input text.

There is always a difference in clustering performance when using full data set representation or computerized feature selection and extraction methods. Feature selection removes input variables that have no significance to model performance, but it may also eliminate some variables that hold valuable information (Awajan, 2015a). On the other hand, feature extraction summarizes the original variables but transforms them into smaller sets to retain as much information as possible (i.e., information that represents real content).

To optimize model performance, some researchers have suggested including a feature hybridization process that combines multiple feature selection and extraction methods to identify the more representative variables. For example, Selamat et al. (2011) introduced a hybrid feature extraction and selection approach to solve the high-dimensionality problem during Web page identification. SAM (2009) used the feature hybridization concept for improving the filtering accuracy of illicit Web content, while Sabbah et al. (2016b) employed a hybrid of Glasgow and Entropy term weighting with TF, DF, IDF, and TF-IDF for Dark Web classification. Although these studies did not focus on feature hybridization for Arabic Web page clustering purposes, they did highlight that using feature hybridization to obtain the most representative features can enhance model performance.

6. Conclusion

This work entailed a review of Web text clustering studies and it was found there are three main challenges to Arabic text analysis based on clustering approaches. First is the complexity in identifying significant term features that better describe the original content. Second is the large amount of Web documents with thousands of term features that constantly form high-dimensionality features, which results in difficulties during the clustering process. Third is the need for appropriately designed feature selection and reduction methods that are compliant to Arabic text clustering. To overcome these challenges, this study reviewed feature selection and feature reduction methods for improving clustering approaches that implement text analysis.

Future work concerns deeper analysis to try different methods to overcome the three main challenges. There are some ways of improvement arising from this review which should be pursued. Firstly, it is recommended to investigate thoroughly a way of integrating a hybrid feature selection scheme between different feature selection methods to overcome the difficulty of identifying the most informative words within a set of documents for clustering. This may improve the ability for term representation for high similarity Web content and allow better identification of significant term features.

Secondly, it is recommended to examine a method to reduce the dimension of representation of documents by projecting the high-dimensional data into lower-dimensional space. This will hopefully eliminate any misleading term features, with a view to producing definitive and small features. This should allow better interpretation of documents and remove any ambiguity caused by high-dimensional dataset used in clustering process.

Thirdly, it is suggested to enhance clustering performance by fully adapt feature selection and feature extraction methods in the design of clustering approach. However, it may be possible to extract the semantic features from high-dimensional Arabic Web pages and to cluster these pages according to the similarities of their features. These mechanisms need to be further investigated and examined for their ability to optimize the clustering.

Acknowledgements

The authors would like to extend their thanks to the Ministry of Education, Malaysia, Universiti Teknologi Malaysia (UTM), Umm Al-Qura University (UQU) and the Ministry of Higher Education, Saudi Arabia for supporting this research.

References


Further reading