ABSTRACT
The paper presents some advanced high performance (HPC) and parallel computing (PC) methodologies for solving a large space complex problem involving the integrated difference research areas. About eight interdisciplinary problems will be accurately solved on multiple computers communicating over the local area network. The mathematical modeling and a large sparse simulation of the interdisciplinary effort involve the area of science, engineering, biomedical, nanotechnology, software engineering, agriculture, image processing and urban planning. The specific methodologies of PC software under consideration include PVM, MPI, LUNA, MDC, OpenMP, CUDA and LINDA integrated with COMSOL and C++/C. There are different communication models of parallel programming, thus some definitions of parallel processing, distributed processing and memory types are explained for understanding the main contribution of this paper. The matching between the methodology of PC and the large sparse application depends on the domain of solution, the dimension of the targeted area, computational and communication pattern, the architecture of distributed parallel computing systems (DPCS), the structure of computational complexity and communication cost. The originality of this paper lies in obtaining the complex numerical model dealing with a large scale partial differential equation (PDE), discretization of finite difference (FDM) or finite element (FEM) methods, numerical simulation, high-performance simulation and performance measurement. The simulation of PDE will perform by sequential and parallel algorithms to visualize the complex model in high-resolution quality. In the context of a mathematical model, various independent and dependent parameters present the complex and real phenomena of the interdisciplinary application. As a model executes, these parameters can be manipulated and changed. As an impact, some chemical or mechanical properties can be predicted based on the observation of parameter changes. The methodologies of parallel programs build on the client-server model, slave-master model and fragmented model. HPC of the communication model for solving the interdisciplinary problems above will be analysed using a flow of the algorithm, numerical analysis and the comparison of parallel performance evaluations. In conclusion, the integration of HPC, communication model, PC software, performance and numerical analysis happens to be an important approach to fulfill the matching requirement and optimize the solution of complex interdisciplinary problems.
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INTRODUCTION
Nissani [1], highlighted ten reasons on why the integrated, interdisciplinary knowledge and research were classified as priority needs. Interdisciplinary appears as the complex systems, involving a global behavior with multi-parameters that belong to any discipline and interacting via local rules. Based on these problems, the hierarchies for solving the complex behavior can be organized in a dynamical process reconstructing the complex system from a big data set and controlling the evolution. The main objective of solving the complex interdisciplinary problem is to predict, monitor, and observe, visual and robust systems to perturbation of the future behavior and to design dedicated systems having the same kind of mechanical properties [2]. Thus, the complex interdisciplinary problem can be solved by the combination of different models such as an inverse problem, cellular automata, dynamical systems, partial differential equations (PDE), the hybrid model and artificial neural network (ANN) [3-4]. The domain of solution is dealing with large sparse linear systems and required a wide-range power simulation tools, huge memory allocation, high speed processors, fast computational process and limited communication cost.

Complex interdisciplinary solver on HPC
This paper explains the HPC and communication model to improve the scientific computing performance by utilizing the combination of PC, DPCS, and memory storage and network technology to meet the objective mentioned above. In nanotechnology, various physical processes which carry out sensitivity experiments involve a large-scale structure of biomolecule modeling and reformation of the nanoscale system [5]. For example, Figure-1 shows the visualization of the nanoparticle for drug delivery system using biomolecular and reformation modeling in COMSOL Multiphysic software. A power system of HPC solutions is required to support the nanoscale computation and to produce a highly scalable system on PC architecture. MP4 calculations, orbital shapes, HOMO-LUMO energy gaps and spectral properties of the molecule presents the prediction of
physical and chemical properties of small to medium size molecular structures such as benzene [6]. This paper presents the performance of LINDA programming language on Multicores processor, 2X3TB, WD BLACK CAVIAR, 16GB RAM for predicting chemical properties of benzene. In science and engineering, big data are needed for process optimization, process control and product design, as shown in Figure-2. The curing and molding processes for tire tread manufacturing involve six interdisciplinary processes. These comprise of heat curing to accelerate the cure of rubber, modeling the process using improved Stefan problem coupled with the Navier–Stokes equations, applying domain decomposition techniques for data partitioning, configuring the DPCS system, implementing the parallel algorithm on DPCS, visualizing the parameter changes and cooling process prediction to ambient temperature. Based on multidimensional PDE modeling, finer grain data in simulation has been extensively applied on HPC in order to increase the speedup of computation of a big data simulation. In systems integration and software design, the 3D animation, visualization and movement in large basins recognized as an important outcome [7]. PC systems deliver the required tools to achieve the real time solution. In image processing, HPC accurately predicts on high-resolution images and visualizing the physical oceanography in huge scale as shown in Figure-3. In agriculture, large scale environmental modeling to predict and to observe the future environment considered as a real time solution. Thus, indicates the capability of HPC to increase the speedup of the nanoscale computational process. In urban planning, HPC serve as a required approach in simulating the land cover dynamics, intersecting the emissions processing and analyzing the spatial, temporal segmentation within a huge number of grid cells of Geographic Information Systems (GIS). Figure-4 shows the spatial, temporal segmentation and visualization to produce a layered image of the urban area, Nusajaya, Malaysia based on finer grid cells of GIS [8]. Figure-5 shows the high-performance edge detection model for an early stage of brain tumor growth. Figure-6 shows the ability of the CPU-GPU platform with CUDA parallel programming to simulate a big data of biomedical dynamic modeling integrated with ANN for eye movement and eye muscle stress problem. There involve seven integrated steps to develop HPC software based on a parallel algorithm and the numerical library of complex problems, as shown in Figure-7. This Figure-7 shows an example of an embedded system of printed circuit board derived from the development of HPC software. There are several advanced knowledge requirements in developing prototypes of HPC software. These requirements include data collection from the printed circuit board, converting signals to digital data set, presenting domain of solution in 2D, decomposing the domain into smaller non-overlapping subdomains, designing the communication activities among processors, implementing parallel algorithms on DPCS, developing the HPC software using open source software such as Perl-CGI, HTML, PHP and MySQL database as the web development tools. HPC serves as a key enabling technology of the scientific computing with high-performance evaluations. The communication model provides a platform for exchanging data among the processors of the HPC system.
Communication models of HPC systems

The communication models involve the synchronization of the data and communication networks between the different subdomains. The communication models of parallel programming languages can be categorized as a client-server model, slave-master model, server-worker model and fragmented model to perform the parallelism of the interdisciplinary problem [9-10]. Some parallel programming languages under consideration are PVM, MPI, LUNA, MDC, OpenMP, CUDA and LINDA.

Communication model of PVM is based on master-slave model and enables interprocessor communications. Task-to-task communication is done with the message passing paradigm and PVM is considered as a high-level interactive language. Thus, the computing platforms will be able to deliver high levels of performance and functionality. This model is well suited for solving the interdisciplinary problems using a huge number of iterations that converge to the exact solution, but with high computational cost and involves high communication activities. Communication model of MPI is based on the message-passing model between client and server processes. In the message-passing model, the tasks are separate processes that communicate synchronously and explicitly via the high speed network. Communication model of MDC is based on server-worker model. The interactive parallel computation is referring to how speed and how efficient the running workers complete the computation on DPCS and the ability to connect the user desktops. MDC uses MPI as an engine to support the communication activities. Communication model of OpenMP transpires to be a classical process-to-process communication model in hybrid solutions. The platform depends on the existence of multiple threads or Multicores in the shared memory architecture. Thus confirm the program of OpenMP as a shared memory programming model. Communication model of LINDA software founded on a model of coordination and communication among processes using domain decomposition strategy on shared and virtual memory. This model functions as a coordination language, where several operating primitives are added to a sequential language to support a message-passing paradigm. Fine grain in data simulation and high communication cost fits well on LINDA. The superiority of LINDA comes from the fine grain, which being implemented in shared memory architecture, thus benefiting most molecular modeling software. On the other hand, LUNA software is classified as high performance computation in the programmable fragmented technology. In LUNA, the development of fragmented program, compilation and execution are used to optimize the execution. The fragmented programming language and the run-time system include methods and algorithms of optimizations [11]. Communication model of the CUDA software depends on the block and thread structure on shared memory architectures. For example, two threads from different blocks can communicate with each other. The combination of multi-core CPU and graphics processing units (GPU) device can communicate.
via shared host memory and via host-side CUDA message passing paradigm. PVM, MPI, MDCS, OpenMP, CUDA and LINDA depend on the integrated parallel programs between computation cost and communication activities. LUNA fragmented algorithm depends on the integrated parallel programs between data and computation fragments. The theory of structural synthesis differentiates the data and computation fragments before designing implementing the communication strategy. This paper will emphasize on how the communication model can efficiently be matched to compute the specific mathematical modeling in a complex system.

Figure-8. The integrated data and computation fragments.

Mathematical modeling

The high-quality interdisciplinary experiment needs the collaboration, combination of sub-work experiments, high cost and time consuming. In the case of limited resolution and resources, the outcome would definitely be unpredictable.

Integrated mathematical modeling and simulation strategies have the potential to overcome those limitations. Predictive models with experimental observations, inverse problem, cellular automata, dynamical systems, PDE, hybrid and ANN modeling capabilities to solve the complex interdisciplinary problem. The governing equations for biomolecular modeling of the nanoparticle for drug delivery system via blood flow combined the mass continuity and momentum conservation equation. The flow considered is the influence of externally applied magnetic field in an axial direction. Assuming the momentum equations in the cylindrical coordinate system helps maintain its continuity (r, z, θ) [12]. The mathematical modeling the optimization process and thermal process shown in Figure-2 builds on PDEs with parabolic type. Using the improved Stefan-model coupled with the Navier –Stokes equations, a change in the dependent variable of the PDEs by the formula leads to the achievement of the optimization of temperature behavior [13]. Physical oceanography in a huge number of grid cells from GIS images and large-scale atmospheric circulation is important to understand the natural phenomena of ocean circulation [14]. Figure-3 illustrates the observation of wind direction from the Ross Ice Shelf, Antarctica region. On the other hand, the large scale of the integrated modeling of GAC, AOS and ANN is the alternative method to govern the spatial, temporal segmentation and visualization images of the Nusajaya region in Malaysia, as shown in Figure-4 [8]. Furthermore, in an earlier study carried out by our group, we have proposed the reconstruction of MRI images using edge detection model and PDE with elliptic type, as shown in Figure-5. The image manifold and volume estimation methods are needed for the 3D reconstruction of tumor images from a set of 2D MRI images. In this case, HPC serves as the main platform to support the visualization and animation. The stress and strain of the muscle problem can also be mimicked by the elasticity as shown in Figure-6 [15]. It should be noted that large sparse elements of FEM are generated to monitor the displacement and stresses of the muscle. Figure-7 shows the computation engine for HPC software development based on mathematical modeling of multidimensional PDE with elliptic and parabolic types. It demonstrates that the huge memory allocation of DPCS platform supports the repository and numerical library of HPC software [13].

Numerical simulation

Several numerical methods offer a straightforward implementation of converting the mathematical model into a set of grid points. FDM, FEM and direct methods work as tools to discretize the mathematical modeling and to generate large sparse linear systems. Numerical simulations of explicit, implicit and Crank-Nicolson schemes fit well in solving the large sparse matrix of linear systems. Finer scale modeling, decomposition techniques, aggregation and mapping processes are able to obtain the parallel simulation of the large-scale modeling. Thus, a wide-range power simulation tools are required for handling a very large sparse matrices, huge memory allocation and high-speed processors of HPC systems.

SEQUENTIAL & PARALLEL IMPLEMENTATIONS

In this section, we mainly focus on COMSOL and C++/C to support the sequential algorithm for solving a small scale of the numerical simulation. The integrated PVM/MPI/CUDA and C++/C, LUNA, MDC, OpenMP, and LINDA are used to develop the parallel program of the huge scale numerical simulation.

Sequential algorithm

Sequential algorithm is an algorithm that can be executed serially using a single processor. Based on the properties of time, T and number of processors, N, the sequential algorithm can be defined as,

\[ T_{\text{sequential}} = T_{\text{parallel}} \cdot N_{\text{processor}} \]  \hspace{1cm} (1)

The sequential algorithm shown in Figure-9 fit well to be written in c programming languages, particularly c++.
Parallel algorithm

Parallel algorithm specifies as an integrated algorithm that can be executed concurrently at a time using many processors. Parallel algorithm is defined as,

\[ T_{\text{parallel}} = \frac{T_{\text{sequential}}}{N_{\text{processors}}} \]  

(2)

The parallel algorithm shown in Figure-10 fits well to be implemented in a programming language such as PVM, MPI, CUDA, LUNA, MDC, OpenMP, and LINDA. Parallel algorithm has a high potential to simulate a finer resolution mesh using domain decomposition techniques with feasible and cost effective on HPC. The choice of the specific communication model, the design of communication activities, the parallel performance analysis, the development and implementation of parallel algorithms on DPCS are still challenging areas.

PERFORMANCE EVALUATIONS & DISCUSSIONS

Performance evaluations

There are two categories to measure the performance of complex modeling on the HPC platform. The first is the performance evaluation of PC and the second is the numerical analysis of the mathematical modeling. Parallel performance evaluations include run time, speedup, efficiency, effectiveness and temporal performance. [16] defined the speedup, \( S_p \) as

\[ S_p = \frac{1}{F + \frac{(1-F)}{P}} \]  

(3)

where \( P \) is the number of processors, \( F \) is the fraction of sequential computation while \((1-F)\) is the fraction of parallel computation. The ratio of speedup to number of processors is defined as efficiency, \( E_p \), where

\[ E_p = \frac{S_p}{P} \text{ and effectiveness, } V_p, \text{ where } V_p = \frac{S_p}{E_p} \]

Computational complexity is referred to the arithmetic and algebraic functions such as addition, subtraction, multiplication, division, square root and polynomial functions. The critical issue and giving impact to the parallel performance evaluation is the communication cost and its activities. The communication cost is dependent on the programming semantics, the network topology, data handling and the communication model associated with the software protocols. The measurement of numerical analysis for complex mathematical modeling is based on run time, accuracy, convergence, root means square error and the number of...
iterations. In this paper, the PDEs model for solving the complex interdisciplinary problems is proven to be highly stable, unique and consistent.

**NUMERICAL RESULTS AND DISCUSSION**

The magnetic nanoparticles for drug delivery and drug release models are assigned to develop the alternative numerical simulation of PDEs as shown in Figure-1. Some numerical schemes such as Jacobi (JB), Gauss Seidel (GS) and Red, Black Gauss Seidel (GSRB) influenced the FDM. Table-1 shows the superiority of the GS scheme in terms of faster convergence, higher accuracy and lower computational cost for solving the PDEs via FDM strategies.

**Table-1.** The comparison of numerical analysis of drug delivery and drug release models using JB and GS schemes.

<table>
<thead>
<tr>
<th>Numerical Analysis</th>
<th>Drug delivery</th>
<th>Drug release</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JB</td>
<td>GS</td>
</tr>
<tr>
<td>Time Execution(s)</td>
<td>0.001345</td>
<td>0.001072</td>
</tr>
<tr>
<td>Iteration</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>Convergence Rate</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>computational complexity</td>
<td>additional</td>
<td>169160</td>
</tr>
<tr>
<td>Absolute Error</td>
<td>1.704599e-5</td>
<td>1.088209e-6</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.40934e-5</td>
<td>5.56078e-6</td>
</tr>
</tbody>
</table>

Figure-12 shows some numerical results, 2D and 3D visualization of curing process using phase change simulation of the improved Stefan problem coupled with the Navier–Stokes equations as stated in Figure-2.

**Figure-12.** (a) Comparison of curing time between mathematical modeling and industry real data (LGM). (b) Comparison of heating and cooling process between two numerical schemes, GS and AGE. (c) Comparison of two and three dimensional for the temperature distribution in COMSOL MultiPhyisc.

**Figure-13.** Comparison of graphs between Navier-Stokes equations and industry real data (NIWA) in terms of momentum, temperature behavior and salinity of Ross Ice shelf, Antarctic region as stated in Figure-3.

**Figure-14.** Transformation from 2D brain tumor model to 3D visualization using mathematical modeling for enhancing the problem as shown in Figure-5.

**Figure-15.** Some numerical results for future prediction of parallel biomedical dynamic modeling integrated with ANN for muscle stress problem and eye movement as shown in Figure-6.
The conceptual diagram of HPC software consists the interaction process among the users, algorithm provider and user interface. Based on software engineering flow as stated in Figure-7, there are three different modules according to their functionality. The modules are ‘Authoring, Publishing and Supporting’. Figure-16 shows there are several levels to access the HPC software such as allow the common users browse the code, view tutorials and explore the code. The functions of scientific librarian are to approve the status of a contribution of algorithm provider and publish the contribution code. A huge virtual memory and high-speed processors support the repository and the numerical library of HPC software as shown in Figure-16 [13].

![Figure-16. Conceptual model of HPC software development.](image)

PARALLEL PERFORMANCE RESULTS AND DISCUSSIONS

The parallel performance evaluations are referred to the complex interdisciplinary in section 1. In Table-2, the parallel algorithm of drug delivery and drug release models shows that the run times consistently decreases as the number of threads used increase for every size of grid points.

**Table-2.** Run time of the parallel algorithm for drug delivery and drug release models versus number of threads. The mesh sizes correspond to the indicated refinement levels r in OpenMP on a multicore system.

<table>
<thead>
<tr>
<th>Refinement Level</th>
<th>No of Mesh Elements</th>
<th>Number of degrees of freedom (DOF)</th>
<th>Error</th>
<th>1 Thread</th>
<th>2 Threads</th>
<th>3 Threads</th>
<th>4 Threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug Delivery</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5,388</td>
<td>11,930</td>
<td>1e-482</td>
<td>54</td>
<td>42</td>
<td>37</td>
<td>36</td>
</tr>
<tr>
<td>2</td>
<td>28,852</td>
<td>54,635</td>
<td>1e-473</td>
<td>204</td>
<td>153</td>
<td>129</td>
<td>114</td>
</tr>
<tr>
<td>3</td>
<td>86,208</td>
<td>207,425</td>
<td>1e-473</td>
<td>1046</td>
<td>832</td>
<td>711</td>
<td>624</td>
</tr>
<tr>
<td>Drug Release</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>54,337</td>
<td>43,652</td>
<td>1e-715</td>
<td>488</td>
<td>496</td>
<td>477</td>
<td>564</td>
</tr>
<tr>
<td>2</td>
<td>171,312</td>
<td>133,912</td>
<td>1e-469</td>
<td>4528</td>
<td>3300</td>
<td>2884</td>
<td>2476</td>
</tr>
<tr>
<td>3</td>
<td>551,283</td>
<td>443,330</td>
<td>1e-879</td>
<td>9028</td>
<td>1020</td>
<td>1202</td>
<td>1398</td>
</tr>
</tbody>
</table>

![Figure-17. LINDA performance on multicore systems for predicting the chemical properties of benzene using MP4 method.](image)

From Figure-2, the parallel performance evaluations of the improved Stefan problem coupled with the Navier–Stokes equations using 2 numerical schemes GSRB and AGE are shown in Figure-18. AGE is the superior scheme for solving the large sparse linear systems.

![Figure-18. The parallel performance of improved Stefan problem coupled with the Navier–stokes equations for tire tread curing and molding processes in PVM based on two numerical schemes, GSRB and AGE.](image)

The message passing model for LINDA parallel program is well suited to predict the physical-chemical properties of benzene molecular structures. The speedup and effectiveness are increased linearly respect to a number of processors as shown in Figure-17.

![Figure-19. The GPU performance in CUDA on 1200 thread block and the blur level of image processing in Figure-3.](image)
The comparison of parallel performance in Figure-20 shows that OpenMP is better than MDC for solving PDE model due to the communication model aspect.

![Figure-20](image)

**Figure-20.** Performance comparison between OpenMP and MDC for solving PDE model in Figure 4.

Based on the performance in Figure-21, LUNA has statutes of limitation due to the communication model. The model is function between 20-90 numbers of fragments.

![Figure-21](image)

**Figure-21.** The time of execution of fragmented program depending on the number of fragments relative to the time of execution of sequential program in LUNA.

The comparison of parallel performance in Figure 22 shows that PVM is better than MDC due to the communication model aspect.

![Figure-22](image)

**Figure-22.** The comparison of parallel performance evaluations between PVM and MDPC for solving the brain tumor simulation as stated in Figure-5.

![Figure-23](image)

**Figure-23.** The comparison of parallel performance evaluations of some numerical schemes for solving the temperature behavior as stated in Figure-7.

CONCLUSIONS

The paper focuses on the design and development of parallel algorithms for the complex interdisciplinary problem involving a large sparse mathematical modeling. The selected communication models based on the parallel programming language are highlighted to support the high-speed simulation on HPC platform. The choice of communication models for a specific parallel program, shared and distributed memory classified as priority needs for solving the complex modeling. Communication costs become a critical issue to design and build the HPC software dealing with coarse and fine grained parallelism, communication activities and its design. By matching the communication model and the complex system, it will give an alternative strategy to produce an efficient algorithm for modeling the large sparse application,
intersection of a big data onto dynamically fine grids, clustering the grid points in a subdomain of a certain region according to specific criteria and structuring communication activities. As a conclusion, the integrated of HPC, communication model, PC software, parallel performance and numerical analysis are important strategies to fulfill the matching requirement and optimize the solution of complex interdisciplinary problems.
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