A Rectification Strategy In Genetic Algorithms for Academic Timetabling Problem
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1.0 INTRODUCTION

The university course timetabling problem (UCTP) is often treated as a NP-hard and NP-complete problem, implying that there is no known polynomial time algorithm which can guarantee the finding of the best solution1-2. Basically, the objective of the UCTP is to assign a set of resources which often comprises entities such as lecturers, courses and rooms to available timeslots whilst respecting the stipulated constraints of the institution. Since the problem is typically considered large-sized in nature, possesses a substantial amount of variables and constricted by numerous constraints, it is also referred to as a constraint satisfaction problem3. Even till present day, one of the main issues in many institutions is that the scheduling of courses is still performed manually by an academic registrar. Constructing a master timetable can be a tedious, daunting and time consuming process and may be subjected to a high percentage of anomalies.

In a scheduling environment, more often or not there are specific constraints to adhere by. Similarly, in UCTP, there are two types of constraints to adhere by which are hard constraints and soft constraints. The former (hard) constraints are vital and mandatory constrains in which they cannot be violated under any circumstances at all, lest the timetable is rendered infeasible. On the other hand, the latter (soft) constraints, such as the unavailability of lecturers are secondary constraints which may be violated, but preferably not since the satisfaction of these constraints enhances the quality of the timetable. In the literature, the UCTP has been reported to be successfully solved through various metaheuristic algorithms such as Genetic Algorithm4-7, Ant Colony Optimization8-9, Particle Swarm Optimization9-11, Simulated Annealing13-15 and Tabu Search16-17 to name a few. The rest of the paper is organized as such: Section 2 presents the model definition, section 3 details the research methodology and section 4 presents the results of the experiments.
2.0 MODEL DEFINITION

The model addressed in this paper is adopted from a faculty department in a local university in Malaysia. This section outlines the background and properties of the dataset, the various entities involved in the problem formulation, the constraints which govern the problem and the mathematical formulation of the problem.

2.1 Properties of Dataset

In the university’s academic system, the intake of fresh undergraduates takes place only once a year, which means that at any time, students are always in their odd (first, third, fifth) or even (second, fourth, sixth) semesters (Note that the industrial training semester is omitted in this model). In this work, we attempt to schedule the courses for students who are in their first, second and third year for five various departments in a faculty in a local university in Malaysia. To model the data in a distinct manner, the dataset is separated into three respective problem instances and consists of 4 entities namely course, day, timeslot and room. The first instance consists of courses and the amount of lectures for year 1 students, the second instance consists of year 1 and year 2 students and the third dataset consists of year 1, year 2 and year 3 students.

Course (c): The data used in this experiment are the total courses which cater to all students of the faculty, ranging from the 1st – 3rd year. The data structure tailored in such a way that the lecturers are bound together with the course entity, thus ensuring that they do not conflict with one another.

Day (d): There are 5 working days for the staffs which is from Monday till Friday.

Timeslot (t): The duration for a timeslot is 50 minutes and there are 9 usable timeslots every day except for Friday, which has only 8 timeslots due to reasons of religious prayers. In total, there are 44 usable timeslots for the entire week from 8.00am until 5.00pm.

Room (r): There is a total of 17 usable rooms, all fit to be used for lecturing activities, which include computing activities.

The aforementioned entities are then assigned to specific sets of events such that they do not conflict with one another according to the constraints as follow:

- H1 - All lectures belonging to a course must be scheduled to distinct periods. A violation occurs if a lecture is not scheduled or two lectures are scheduled simultaneously (Hard Constraint)
- H2 - Lectures belonging to a course cannot be scheduled at the same room simultaneously. A violation occurs if two lectures are scheduled simultaneously and additional violation constitutes additional violation score (Hard Constraint)
- H3 - Lectures cannot be scheduled in between 1.00pm-1.50pm (period 6) from Monday till Thursday (Hard Constraint)
- H4 - Lectures cannot be scheduled in between 1.00pm-2.50pm (period 6-7) on Friday (Hard Constraint)
- S1 - Lectures should not be scheduled at the last period of the day (Soft Constraint)

The aforementioned constraints delimitate the search space and govern the search direction of the algorithms. The objective is therefore to locate the feasible solution location with the least objective function value.

2.2 Model Formulation

The value of the objective function is synonymous to the fitness value of a solution which connotes the quality of the solution. The model formulation in this work is adapted from the previous works reported in the literature. In this paper, the objective function is calculated over all candidate solutions as the summation of violated constraints for all courses multiplied with the weights attached to both the hard and soft constraints respectively. In this paper, the hard constraint weight is denoted as α and given the value 10; soft constraint weight denoted as β and given the value 1. The model formulation is described in Equation (1).

\[
\min \ G(x) = \alpha \sum_{c} \sum_{i} f(A^h_{ci}) + \beta \sum_{c} \sum_{i} f(A^s_{ci})
\]

s.t.

∀ (c, r, d, t) and (c, d, t, r)

\[ A^{h1} = (d=eq) \] and \( (t=eq) \) and \( (r=eq) \)

\[ A^{h2} = [(d=1) \ or \ (d=2) \ or \ (d=3) \ or \ (d=4)] \ and \ (t=6) \]

\[ A^{h3} = [(d=5) \ and \ [(t=6) \ or \ (t=7)]] \]

\[ A^{h4} = [(d=1) \ or \ (d=2) \ or \ (d=3) \ or \ (d=4) \ or \ (d=5)] \ and \ (t=9) \]

where:

\[ G(x) = G(\alpha, \beta, A^h, A^s) \] : fitness function value,

\[ \alpha = 1 \] - hard constraint weight,

\[ \beta = 0.5 \] - soft constraint weight,

\[ c_i \] - course corresponding to the \( i \)th course,

\[ d_i \] - day corresponding to the \( i \)th course,

\[ r_i \] - room corresponding to the \( i \)th course,

\[ A^h_{ci} \] - hard constraint corresponding to the the \( i \)th course,

\[ A^s_{ci} \] - soft constraint corresponding to the the \( i \)th course,

\[ i = 1, 2, ..., n \]

\[ n \] - number of courses.

Through the representation of the chromosome as the candidate solution, the first constraint \( (H_1) \) is naturally satisfied and therefore excluded from the mathematical formulation.

3.0 SOLUTION METHODOLOGY

This section describes the proposed algorithm in detail to solve the university course timetabling problem. It illustrates the chromosome representation, the effect of the genetic operators toward the search procedure and also the rectification strategy employed to transmute the infeasible solutions into feasible solutions.

3.1 Chromosome Representation

In Genetic Algorithm, the chromosomes are the fundamental exploring agents which form the population of the algorithm. A well represented chromosome is essential in aiding the exploration of the search space and might enhance the efficiency of the search space exploration. The chromosome, \( x \) in this work consists of a set of resources such as lecture, room, day and timeslot as given in Equation (2).

\[ x_i = [l, r, d, t, i = 1: n_c] \]

where \( n_c \) is the number of courses.
A matrix representation of size \( var \times n_c \) represents the chromosome where \( var \) is the number of decision variables used and takes the value of 4 in this case. Figure 1 illustrates the representation and encoding of the chromosome.

### 3.2 Crossover and Mutation

The process of taking two best chromosomes (known as parents) and producing an offspring from them is known as crossover. The intention of crossover is to retain the best traits of the parents and to ensure that they are being passed down to the offspring. A single-point crossover which swaps a set of rows amongst the two chromosomes is often used and is employed in this implementation as well. The mutation operator is often regarded as vital as it prevents the algorithm to stagnate in local optima. It functions by randomly selecting a set of rows, usually performed with a few rows to avoid jeopardizing the entire chromosome, and transmutes the entity values with respect to its permissible value and domain. In this case, the entity values represented are the number of courses, rooms, day and timeslots. The crossover rate and mutation rate in this experiment take the value of 0.5 and 0.1 respectively.

### 3.3 Rectification Strategy

Infeasible solutions are commonly referred to as solutions whose resources are in conflict and can be dealt with in three distinct manner: (a) Discard them; (b) Heavily penalize them or (c) Rectify them. In this paper, the rectification strategy is employed to transform infeasible candidate solutions into valid solutions. The reason for employing the rectification strategy is to immediately rectify the conflicting resources directly, rather than having the algorithm to explore the entire search space all over again, resulting in a significantly improved computational time. The rectification strategy is outlined in Figure 2.

In the example illustrated in Figure 2, both courses c0001 and c0002 are assigned to day 1 and period 1 which violates constraint \( H_l \). The rectification process is then invoked with the initialization of the construction of a dummy matrix which lists every available period for every available room. Next, the algorithm performs a random swap by simply swapping one of the conflicting rows with any random content of the matrix, resulting in a feasible timetable immediately. In the example, the first row (course c0001) is selected to swap content with the dummy matrix, resulting in a conflict free timetable. At each iteration, the dummy matrix is reconstructed to eliminate the risk of error. The construction of the dummy matrix is crucial as the information it contains ensure that the resulting candidate solution is always conflict-free.
4.0 RESULTS AND DISCUSSION

The results of the experiment are presented in this section. The algorithm is set to terminate when the fitness value of the candidate solution reaches zero or when the evaluation time exceeds fifteen minutes (whichever comes first). Table 1 tabulates the results which comprise the fitness scores which are measured in terms of constraint violation, running time which is recorded in seconds and the number of iterations lapsed to reach feasibility. Figure 3, Figure 4 and Figure 5 collectively illustrate the progression of the fitness score to highlight the stark contrast between the two algorithms.

Table 1 Fitness score and computational time results for the experiment

<table>
<thead>
<tr>
<th>Problem Instance</th>
<th>w/o Rectification Strategy</th>
<th>With Rectification Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Score</td>
<td>Time(s)</td>
</tr>
<tr>
<td>1</td>
<td>2.92</td>
<td>3.43</td>
</tr>
<tr>
<td>2</td>
<td>32.08</td>
<td>95.39</td>
</tr>
<tr>
<td>3</td>
<td>143.11</td>
<td>900.42</td>
</tr>
</tbody>
</table>

It is evident that the algorithm which features the rectification strategy is superior compared to the one without. In all the tested instances, the rectification strategy outperforms in terms of fitness score, evaluation time and the number of iteration as well. It can be observed that the computational time for the algorithm without the rectification strategy spans two times longer and the number of iterations required to achieve feasibility marks a great difference as compared to the algorithm with the embedded rectification strategy. This demonstrates the superiority of the rectification strategy in solving a highly-constrained problem. It should also be noted that the normal algorithm could not find a feasible timetable for the third problem instance, which attempts to schedule courses for students in their first, second and third year.

5.0 CONCLUSION

This paper presents a Genetic Algorithm which features a rectification strategy to solve a university course timetabling problem for a faculty department in a local university in Malaysia. The algorithm is implemented on three distinct problem instances and based on the experimental results; the algorithm which features the rectification strategy outperforms the normal Genetic Algorithm in terms of fitness score and records a significantly reduced computational time and number of iterations. For future works, the authors would consider to implement the algorithm on a more complex and constrained dataset and compare it with other best-known metaheuristic algorithms.
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