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Abstract___ Neural Network Model (NNM), Hidden Markov Model (HMM) and Regression Model (RM) are developed to predict the spread of dengue outbreak in Malaysia. The case study covered dengue cases data from Selangor, which include seven mukims and eight administrative districts in year of 2004 and 2005. Specific criteria concerned are location, time (weeks) and intensity of dengue cases. Critical discussion of some previous studies upon the performance of each approach reveals that NNM has several advantages over the two other models in prediction although some limitations are observed and this indicated that NNM might have the better predict of dengue outbreak. However, these models will be further studied by measuring their Root Mean Square Error (RMSE) to identify the best prediction model.
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1. Introduction

Dengue fever (DF) and the potentially fatal dengue haemorrhagic fever (DHF) continue to be an important public health problem in Malaysia. It has been epidemic in Malaysia for a long time (Ghee, 1993). In 1998, about 26,240 of dengue fever cases were recorded by the Ministry of Health, Vector Borne Disease Control Section (VBDC). Malaysia was reported to have higher case fatality rates (4.67%) compared with the neighboring countries like Thailand and Indonesia, with the case fatality rates of 0.3% and 0.5%, respectively. According to Gubler (1998), Malaysia has a good laboratory-based surveillance system; however, it is basically a passive system and has a little predictive capability. Problem may occur if one waits for laboratory confirmation of the case before notification. Delay in notification may lead to delay in control measure, which will further lead to occurrence of outbreaks, since dengue needs optimum time of management as the transformation of DF into severe form of dengue are only takes a very short period (WHO, 1985). One of the solutions is to implement a simulation of dengue spread in Malaysia, with emphasis on an early prediction of dengue outbreak (Gubler, 2002). It may improve public health problem in Malaysia since the accurate and well-validated simulation to predict the dengue outbreak is needed to enable timely action by public health officials to control such epidemics and mitigate their impact on human health (McConnell et al., 2003). Therefore, simulation of dengue outbreak prediction that incorporates location, time and intensity (DF and DHF) are needed to help and produce a prediction for early identified the specific location, temporal and intensity of dengue outbreak accurately and rapidly (Nor, 2005). Unfortunately, no such study has been done to predict the dengue outbreak in Malaysia so far and there have been insufficient discussion about the suitable model to predict the future dengue outbreak. Therefore, several prediction models those have the ability to predict incorporate with the requisite criteria (time, location, intensity) will be counted in this study. From studies done upon prediction (Mooney et al. (2002), Rath et al. (2002), Lee et al. (1998), McGauley (2003), Vandegriff et al. (2004)), Neural Network Model (NNM), Hidden Markov Model (HMM) and Regression Model (RM) are selected in this study to investigate the best method to simulate the prediction of future dengue outbreak.

2. Methodology

2.1 Problem Identification

At the first place, information and resources related to the study are collected by using the right techniques. This information must be obtained from the authorized and verified resources in order to fulfil the standard and particular criterion. Next stage is to identify problem to be solved, aims and
objectives and also the scope of the research. All this information may give an overview of the study and provide the idea to solve the problem.

2.2 Collection of data

Data concerned in this study is dengue cases data from year of 2004 to 2005 that received from State Health District (SHD). These data are divided by weeks (each year consist of 52 weeks), intensity (DF and DHF) and locations, which include seven mukim and eight administrative districts of Selangor; Gombak, Majlis Perbandaran Selayang (MPS), Majlis Perbandaran Subang Jaya (MPSJ), Majlis Perbandaran Petaling Jaya (MPPJ), Majlis Perbandaran Shah Alam (MBSA), Hulu Langat, Majlis Perbandaran Kajang (MPKj), Majlis Perbandaran Ampang Jaya (MPAJ), Majlis Perbandaran Klang (MPK), Klang, Kuala Langat, Kuala Selangor, Hulu Selangor, Sepang and Sabak Bernam (Department of Statistics Malaysia, 2005).

2.3 Model Implementation

2.3.1 Neural Network Model

A neural network is a powerful data-modeling tool that is able to capture and represent complex input/output relationships. The most common neural network model is the Multilayer Perceptron (MLP) and Radial Basis Functions (RBF). However, MLP is chose in this study to predict dengue outbreak.

In this techniques, the researcher is prefer to use NeuCom © Commercial V0.81 software which developed by the Knowledge Engineering and Discovery Research Institute. Prediction process using NNM can be divided into 3 steps, building the neural network structure, learning processes and testing process.

Building the NNM

Basically, the steps involved to build neural network are as the following: -
1- Define number of input node.
2- Define the form of training and testing.
3- Define the architecture
   a. Number of hidden layer
   b. Number of neuron in each hidden layer
4- Select the Learning rate (\( \alpha \)) and Momentum rate (\( \beta \)).
5- Initialize the network with random weight
6- Decide the structure of NN
7- Determine the convergence criteria
8- Define the stop criteria for learning
9- Define the number of output neurons.

Training/ Learning Process

The process of learning and training involves forward propagation and backward propagation. Firstly, initial values of weights (\( \theta_{ji}, \theta_{kj} \)), bias (\( w_{ji}, w_{kj} \)) and minimum error (\( E_{min} \)) are set.

Testing Process / Validating Process

Testing process is carried out to validate the network on new or unknown data sets, called the testing set. This is a process, which is performed after training the network. A properly build and trained network which can yield the best performance on the validation samples would be the best accurate model. If the validate sample outputs are not acceptable then a new network is to be built undergoing the whole process of learning and testing.

2.3.2 Hidden Markov Model

HMM were first described in a series of statistical paper by Leonard E. Baum and other authors in second half of the 1960s. One of the first applications of HMM was speech recognition or optical character recognition, staring in the middle of the 1970s. In the second half of 1980s, HMM
began to be applied to the analysis of biological sequences, in particular *Deoxyribonucleic Acid* (DNA).

The HMM is tested for dengue outbreak prediction on a time series of DF and DHF intensity from year 2004 to 2005. This model was implemented in MATLAB software as it provides easy operation software by using Statistics Toolbox that includes fine functions for analysing hidden Markov models.

When applying the model from the data, there are two main objectives:

i. Learning the model from the data that is estimating the model parameters from the data. This objective solve by the forward-backward or Baum-Welch algorithm (Baum *et al.*, 1970). The algorithm estimates the parameters of a HMM by Expectation Maximization (EM) to carry out the expectation steps efficiently

ii. The updated parameters are then passed to the backward algorithm or Viterbi algorithm (Forney, 1973), which extracts the best likely state sequence that generated the observed time series.

### 2.3.3 Regression Model

Regression is used to study relationship between interval-ratio variables in which a single dependent (criterion) variable regresses with one or several independent (predictor) variables (Bahaman *et al.*, 1999).

Regression method is a statistical method for determining the relationship between one or more independent variables and a single dependent variable. Various types of regression are studied before, but in this study, Multiple Linear Regression is chosen. In this technique, the researcher is preferred to use NeuCom © Commercial V0.81 software. When applying the model from the data, there are several steps. Each step is break down into the following:

i. Takes dataset that has 15 input variable and 1 output variable from 104 samples. The dataset may need to normalise first.

ii. Generate regression formula that approximates linearly the data samples.

iii. After the regression formula is generated from the data, it can be used as a prediction model for new input.

iv. Determine error between the approximated and the desired output values.

v. Test data on the same or difference dataset.

### 2.3 Measurement of model performance

At the first place, discussion of previous studies on the performance of NNM, HMM and RM is done to get an overview of the strengths and weaknesses of each approach. Then, collected data will be used to test the performance of these models to predict the spread of dengue outbreak of year 2004 and 2005. Then, the comparison of prediction performance between HMM, NNM and RM techniques are done by measuring their Root Mean Square Error (RMSE) as this method have been applied in various studies before (Masters (1994), Roliana (2001), Jastini (2003)). The technique that produced the least RMSE then will be choosing to simulate the dengue outbreak prediction. The RMSE method can be described as follow:

$$\text{RMSE} = \sqrt{\text{MSE}}$$

MSE is mean square error, which can be expressed as

$$\frac{\text{SSE}}{N}$$

SSE is the summation of square error and can be expressed as $\sum (e_i)^2$, while N is number of data.
3. Result and Discussion

A comparative study of NNM, HMM and RM has been carried out in order to identify strengths and weaknesses of each approach. The criteria of performance considered are application, effectiveness, theoretical and technique and ease of use. Prediction model with the highest performance then will be selected in order to simulate the dengue outbreak prediction. RM is mostly implied to predict diseases outbreak over the other two prediction models (Pfeiffer (1997), Mooney (2002)). HMM is rarely seen in study of disease outbreak (Rath, 2003), since the model is most commonly used in speech recognition, comparing protein sequence and timing of trading in financial markets (Schrodt, 1997). However, no study upon disease outbreak prediction has done before by using NNM as it was usually applied in market predictions, meteorological and network traffic forecasting (Edwards (1997), Patterson (1993), Bengio (1995)).

Some observations have been made by Hinich (1997) on the limited utility of standard linear forecasting models. He noted that stochastic linear model such as linear regression model provides very poor predictions if the system is highly auto regression and linear estimates are predicted on the stochastic disturbance term of process being independent. Nevertheless, NNM can be implied to solve a non-linear problem since these techniques are already adopted as numerical prediction and is practicality proven. Eftekhar et al. (2005) mentioned that RM is a commonly accepted statistical tool, which can generate excellent models. Its popularity may be attributed to the interpretability of model parameters and ease of use, although it has some limitation. He was also noted that NNM are appealing for a number of reasons, namely, they seem to learn without supervision, they can be created by workers with very little mathematical model building experience, and software for building NNM is now readily available. However, in a study done by Schrodt (1997) indicated that there is a clear interpretation to each of the parameters of $A$ (transition probabilities) and $B$ (observed symbol probabilities) metrics in HMM technique, which allow them to be interpreted substantively. This contrasts the NNM techniques that have a very diffuse parameter structure. These results are differing from the several early application of NNM in medicine, which reported an excellent fit of the NNM to a given set of data. The impressive results usually were derived from over fitted models, where too many free parameters were allowed. While, the result showed that the RM has less potential for over fitting primarily because the range of functions it can model is limited (Eftekhar et al., 2005).

According to Mooney (2002) and Kirkwood (1998), NN is more suitably applied to the problem like an open algorithm, or the problem from which a situation changes in time, compared to RM. They indicated that stochastic linear model such as linear regression model provides very poor predictions if the system is highly auto regression and linear estimates are predicted on the stochastic disturbance term of process being independent. Nevertheless, NNM can be implied to solve a non-linear problem since these techniques are already adopted as numerical prediction and is practicality proven. Eftekhar et al. (2005) mentioned that RM is a commonly accepted statistical tool, which can generate excellent models. Its popularity may be attributed to the interpretability of model parameters and ease of use, although it has some limitation. He was also noted that NNM are appealing for a number of reasons, namely, they seem to learn without supervision, they can be created by workers with very little mathematical model building experience, and software for building NNM is now readily available. However, in a study done by Schrodt (1997) indicated that there is a clear interpretation to each of the parameters of $A$ (transition probabilities) and $B$ (observed symbol probabilities) metrics in HMM technique, which allow them to be interpreted substantively. This contrasts the NNM techniques that have a very diffuse parameter structure. These results are differing from the several early application of NNM in medicine, which reported an excellent fit of the NNM to a given set of data. The impressive results usually were derived from over fitted models, where too many free parameters were allowed. While, the result showed that the RM has less potential for over fitting primarily because the range of functions it can model is limited (Eftekhar et al., 2005).

However, Eftekhar et al. (2005) did mentioned that NNM is rich and flexible non-linear system, which show robust performance in dealing with noisy or incomplete data and have the ability to generalize from the input. They also claims that the NNM may be better suited than other modeling systems to prediction outcomes when the relations between the variables are complex, multidimensional and non-linear. Besides, NN is probably have the biggest potential within general purpose control as it is believed that their ability to model a wide class of systems in many applications can reduce time spent on development and offer a better performance than can be obtained with conventional techniques (Norgaard et al., 2001). Furthermore, there are some theoretical advantages comparing a predictive NNM over RM. One such advantage is that NNM allows the inclusion of a large number of variables. Another advantage of the NNM approach is that there are not many assumptions that need to be verified before the models can be constructed (Eftekhar et al., 2005).

4. Conclusion

As a conclusion, the critical discussion demonstrated that NNM is the most reliable model over the other two models to predict the spread of dengue outbreak. Although RM is widely used on disease outbreak prediction, the comparison had done shows that the NNM is likely to have the best dengue outbreak prediction. However, the effectiveness of the model must be confirmed and therefore, in the next phase, an analysis on test output will be conducted to obtain results. Comparison of
prediction performance between HMM, NNM and RM techniques will be done by testing data of dengue cases in Selangor from year 2004 to 2005 and measuring their Root Mean Square Error (RMSE). The model, which produced the least RMSE, will be selected to simulate the dengue outbreak prediction.
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