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ABSTRACT
Automated web pages classification becomes an essential tool to reduce the manpower and time consuming for manually categorize web pages. In this paper, we propose a new method of web page classification which uses the output vector of Independent Component Analysis (ICA) and Class Profile Based Feature (CPBF) as input for ANN to do classification.
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1.0 Introduction
With the explosive growth of internet, web pages classification becomes an essential issue in order to provide an efficient information search for internet users. By using web pages classification, it allows web visitors navigate a web site quickly and efficiently. Without professional classification a website becomes a jumble yard of content that is confusing and time wasting. Presently, there are two approaches that commonly used by web users which are using search directory \([9],[10]\) or search engine \([11],[12]\) to find useful information in the web. Both approaches have its own advantages, for example search directories are useful when browsing general topics, while search engines work well when searching for specific information.

In web directories, web pages are classified in hierarchical categories according to their content and stored in database. This allows the web users to browse desired information according to its category. However at present, most of the web directories still classifying web pages manually or semi-automated (huge teams of human editors) \([1]\), automated web pages classification is highly demanded in order to replace expensive manpower and extreme time consuming.

Therefore, various approaches have been applied to automated web pages classification in order to improve its performance. For example Qi et al. \([1]\) use genetic K-means approach for automated web page classification, Yu et al. \([3]\) use Positive Example Based Learning (PEBL) for web pages classification, Ali et al. \([2]\) propose a news web page classification method (WPCM) which using output vector of Principal Component Analysis (PCA) and class profile based feature (CPBF) as training input vector for Artificial Neural Network (ANN) to perform web pages classification. The average for precision, recall and F1 measures for \([2]\) produce quite a good result which are 90.31%, 93.81% and 91.65%. We believe that it still be able to perform better if modify the model of WPCM. In this paper we propose another approach that implements Independent Component Analysis (ICA) in \([2]\). This paper is constructed as follow: section 2 discuss the basic overview of web page classification and its related work, section 3 discuss our approach, section 4 discus the future work and section 5 give the conclusion of this paper.

2.0 Web page classification
Text categorization plays an important role in web pages classification. It is a task that automatically sorting a set of document into different categories according to its predefined set \([6]\). Figure 2 shows that text categorization is implemented as a part of web classification.
Text categorization composes of three phases: building internal representations for documentations (phase-1), train classifiers with machine learning algorithm (phase-2), and evaluate classifiers using certain standard information retrieval measures such as precision, recall and F1 (phase-3, refer to figure 1).

In phase-1, documents are transformed to compact vector form where each entry in the vector represents the weight of each term. For example: A document \( d_i = \{f_{i1}, \ldots, f_{im}\} \) where \( m \) = dimension. The vector will be the input to \( t\text{f}l\text{d}l\text{i}f \) function (\( t\text{d}l\text{d}l\text{i}f \)) so that the weight are normalize to limit them to [0,1]. Next, the approach of feature selection and extraction will be use for dimension reduction. WPCM approach [2] implements PCA algorithm as feature reduction and selection and combine the feature vector from CPBF as input for ANN training (phase-2).

Bingham et al. [4] and Kolenda et al. [5] implement ICA algorithm in text categorization. Their research shows that the dataset that using ICA may able to perform more independent result than PCA. The classification result from machine learning algorithm is highly dependent with the input of training data. Therefore, we assume that the classification result may perform better if the input data are more independent. As a result, we propose ICA algorithm as an extension of PCA in this paper.


In phase-3, the classification result will be evaluated using certain information retrieval. In this paper, we will only discuss recall, precision and accuracy which commonly use by most classifiers. Precision mean the percentage of positive predictions that are correct. Recall is the percentage of positive labeled instances that
were predicted as positive. However accuracy represents the percentage of predictions that are correct.

3.0 Our Approach

This paper proposed ICA and CPBF as input for ANN to perform classification. The process is shown in Figure 3. This approach consists of web page retrieval process, stemming, stop-word filtering, feature reduction and selection by PCA and ICA and CPBF.

Stop-list contains the most common and frequent words that exist in web document. Stopping is a process that will filter those common words such as ‘I’, ‘You’, ‘and’ and etc by using stop-list. However stemming is a process of extract each word from a web page document by reducing it to a possible root word. For example, ‘beauty’ and ‘beautiful’ have the similar meanings. As a result, the stemming algorithm will stem it to its root word ‘beauty’.

The data will be represented as the document-term frequency matrix (Doc x TFw) after the stemming and stopping process. This will go through the process building representation document that had been discuss at section 2. In this model, PCA will perform in preprocessing section as input for ICA algorithm. This dimension reduction process will be able to reduce the original data vectors into small numbers of relevant features.

In the CPBF process, we will identify those most regular words in each class or category and calculate the weights of them by implement entropy method. The output of feature vectors for both CPBF and ICA will be combined as the input for ANN classifier. The final result of classifier will be evaluated using certain standard information retrieval measures that have been discussed in section 2.

4.0 Discussion

This approach is an extension of [2] in order to perform a better classification result. Experiments will be conducted to verify the performance of this model. Further modifications will be done in future (etc web page filtering) if the evaluation process brings positive results.

5.0 Conclusion

Automated web page classification is important to reduce the manpower and time in categorizing web pages manually. Moreover, it plays an important role to establish the semantic web [1]. This paper proposes a new method which using the output from ICA and CPBF algorithms as the input for ANN classifier. Further modifications will be done (etc web page filtering) in future if the evaluation process brings positive results.
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