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Abstract

Mobile agent is an emerging technology that is gaining momentum in the field of distributed computing. There are some advantages in using the mobile agent technology compared with a traditional client-server solution. For example, it can reduce a network traffic, it can support a large scale of computations with many computers in a distributed environment, it allows the use of disconnected computing for processing user queries, and it provides more flexibility in the development and maintenance of distributed applications. The goal of this research is based on the application of mobile agent technology in supporting the query retrieval process from the World Wide Web (WWW). Specifically, the methods of dispatching the mobile agents to retrieve the query results from the search engines in WWW have been investigated. We have also considered the ranking and classification methods applied to the query results that have been retrieved by the mobile agents.

The scopes of the research are as follows: First, the effectiveness of mobile agent for query retrieval using the off-line and on-line approaches is investigated. We have found that the query retrieval using the off-line approach by the mobile agent is better compared with the on-line approach. Second, the ranking of query retrieval results that have been retrieved by the mobile agents using the Number of Ordering Score (NROS) is investigated. The Precision of the query results using the NROS is higher than the Recall scores. It indicates that from all of the documents returned from the query, a large proportion of the documents is relevant to the user by using the NROS approach.

Third, the performance of mobile agents for query retrieval using an extended hierarchical query retrieval (EHQR) approach compared with the hierarchical query retrieval (HQR) approach is investigated. The result shows that the total routing time taken by the mobile agents to retrieve the query results using the EHQR approach is less compared with the
HQR approach. Fourth, the classification of news web pages retrieved by the mobile agents using neural networks based on a background knowledge is evaluated. A new web news categorization approach, namely, a Web Page Classification Method (WPCM) is proposed. The WPCM uses a neural network with inputs obtained by both the principal components and class profile-based features (CPBF). The experimental evaluation demonstrates that the WPCM provides acceptable classification accuracy with the sports news datasets. Finally, we have also overcome the limitation of the principal component analysis-neural networks (PCA-NN method) in supervised data where the characteristic variables that describe smaller classes tend to be lost as a result of the dimensionality reduction by using the WPCM. The classification accuracy on the small classes can be improved although they have been reduced into a small number of principal components.
Acknowledgments

I would like to express my true and sincere thanks and gratitude to my supervisor, Professor Sigeru Omatu, Division of Computer and Systems Sciences, Graduate School of Engineering, Osaka Prefecture University, for his patience, guidance, encouragement, invaluable comments, and advices that made this research possible to complete in time. Also, I would like to thank to Professor Keinosuke Matsumoto, Professor Akira Shiozaki, and Professor Kunio Fukunaga for their comments and recommendations during the preparation of this thesis. Furthermore, I would like to thank Associate Professor Safaai Deris, Faculty of Computing and Information Systems, University of Technology Malaysia (UTM), for giving me a courage to pursue my Ph.D. study under Professor Sigeru Omatu’s supervision. Moreover, I would like to thank Mr. Hidekazu Yanagimoto, Assistant Professor Michifumi Yoshioka, Associate Professor Toru Fujinaka, and all members in the Signal Information Processing Laboratory, Division of Computer and Systems Sciences, Osaka Prefecture University for their continuous and constant supports in many aspects of this research.

I would like to thank the Ministry of Education, Culture, Sports, Science and Technology, Japan (MONBUKAGAKUSHO) for supporting my studies while I was in Japan. Also, I would like to thank UTM for giving me permission for my study leave at Osaka Prefecture University, Japan.

I dedicated my work to my wife, Syamsulina Mohamad and my son, Muhamad Firdaus Ali for their patience and encouragement during the many long weekends and late evenings that made the completion of this research and thesis possible. Finally, I would like to thank my brother, Mohd. Hafiz Selamat, for supporting me during my Ph.D. studies at Osaka Prefecture University.
Contents

Abstract ii
Acknowledgments iv
List of Figures ix
List of Tables xii
List of Abbreviations xiv

1 Introduction 1
  1.1 Mobile Agents ................................................. 1
    1.1.1 Mobile agents properties ................................. 3
    1.1.2 Advantages of mobile agents ............................. 4
    1.1.3 Mobile agents tasks ...................................... 5
    1.1.4 Mobile agents applications .............................. 6
  1.2 Evaluation of Mobile Agents Performance ..................... 7
  1.3 Ranking and Categorization of Query Retrieval Results ......... 8
    1.3.1 Ranking of query retrieval results ...................... 8
    1.3.2 Categorization of query retrieval results ............... 9
  1.4 Goal of the Thesis ............................................ 9
  1.5 Organization of the Thesis .................................. 10

2 Effectiveness of Mobile Agent for Query Retrieval 13
  2.1 Introduction .................................................. 13
  2.2 Related Problems in Information Retrieval ................... 14
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3</td>
<td>Mobile Agent and Query Retrieval</td>
<td>15</td>
</tr>
<tr>
<td>2.3.1</td>
<td>Query retrieval using mobile agent</td>
<td>15</td>
</tr>
<tr>
<td>2.4</td>
<td>The Mobile Agent Search System (MaSS)</td>
<td>16</td>
</tr>
<tr>
<td>2.4.1</td>
<td>The MaSS client</td>
<td>17</td>
</tr>
<tr>
<td>2.4.2</td>
<td>The MaSS server</td>
<td>17</td>
</tr>
<tr>
<td>2.4.3</td>
<td>A collection of local prefetch (LP) servers</td>
<td>18</td>
</tr>
<tr>
<td>2.4.4</td>
<td>The off-line retrieval process</td>
<td>20</td>
</tr>
<tr>
<td>2.4.5</td>
<td>The on-line retrieval process</td>
<td>21</td>
</tr>
<tr>
<td>2.4.6</td>
<td>Web fetching</td>
<td>22</td>
</tr>
<tr>
<td>2.5</td>
<td>The MaSS Evaluation</td>
<td>23</td>
</tr>
<tr>
<td>2.5.1</td>
<td>The on-line retrieval evaluation</td>
<td>23</td>
</tr>
<tr>
<td>2.5.2</td>
<td>The off-line retrieval evaluation</td>
<td>23</td>
</tr>
<tr>
<td>2.6</td>
<td>The Ranking and Evaluation of Query Retrieval Results</td>
<td>26</td>
</tr>
<tr>
<td>2.6.1</td>
<td>The NROS method</td>
<td>27</td>
</tr>
<tr>
<td>2.7</td>
<td>Discussions</td>
<td>29</td>
</tr>
<tr>
<td>2.8</td>
<td>Conclusions</td>
<td>31</td>
</tr>
<tr>
<td>3</td>
<td>Evaluation of Mobile Agent Performance</td>
<td>35</td>
</tr>
<tr>
<td>3.1</td>
<td>Introduction</td>
<td>35</td>
</tr>
<tr>
<td>3.2</td>
<td>The Off-line Query Retrieval Approach Applied to the MaSS</td>
<td>37</td>
</tr>
<tr>
<td>3.2.1</td>
<td>The off-line query retrieval process in the MaSS</td>
<td>37</td>
</tr>
<tr>
<td>3.3</td>
<td>The Query Retrieval Approaches Applied to the Off-line MaSS</td>
<td>38</td>
</tr>
<tr>
<td>3.3.1</td>
<td>The HQR approach</td>
<td>39</td>
</tr>
<tr>
<td>3.3.2</td>
<td>The EHQR approach</td>
<td>41</td>
</tr>
<tr>
<td>3.3.3</td>
<td>The IQR approach</td>
<td>42</td>
</tr>
<tr>
<td>3.3.4</td>
<td>The PQR approach</td>
<td>43</td>
</tr>
<tr>
<td>3.3.5</td>
<td>The SHQR approach</td>
<td>44</td>
</tr>
<tr>
<td>3.3.6</td>
<td>The SQR approach</td>
<td>45</td>
</tr>
<tr>
<td>3.3.7</td>
<td>The average of roundtrip time</td>
<td>46</td>
</tr>
<tr>
<td>3.4</td>
<td>Experiments and Results</td>
<td>47</td>
</tr>
<tr>
<td>3.4.1</td>
<td>Experiment setups</td>
<td>47</td>
</tr>
<tr>
<td>Section</td>
<td>Page</td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>6 Concluding Remarks</td>
<td>83</td>
<td></td>
</tr>
<tr>
<td>A List of publications</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>89</td>
<td></td>
</tr>
</tbody>
</table>
List of Figures

1.1 A client-server type of communication. ............................... 2
1.2 A mobile agent type of communication. ............................... 2
1.3 The outline of the thesis. ................................................. 10

2.1 The Mobile Agent Search System (MaSS) architecture. .......... 16
2.2 The implementation of mobile agent for the off-line fetching in the MaSS. 18
2.3 The implementation of mobile agent for the on-line fetching in the MaSS. 20
2.4 The user interface at the MaSS client site. ........................... 21
2.5 The ranking process of query results retrieve by the mobile agents in the MaSS system. ................................. 22
2.6 The turnaround time for the MaSS query retrieval process. ........ 24
2.7 The CPU time taken for the on-line retrieval approach. .......... 24
2.8 The calculation of the total downloading time using the on-line retrieval approach. ........................................... 25
2.9 The calculation of the total downloading time using the off-line retrieval approach. ........................................... 25
2.10 The ranking of query results using the NROS method for the query ”Java”. 30
2.11 The Recall and Precision of query results that are ranked by using the NROS method. ........................................... 32
2.12 Total of downloading time using the off-line retrieval process (ms). 33
2.13 Total of downloading time using the on-line retrieval process (ms). 33

3.1 The query retrieval approaches applied to the MaSS. ................. 36
3.2 The query retrieval process by the MaSS search agent (Y) using the HQR and EHQR approaches with 64 LP servers applied to the off-line MaSS. 38
3.3 The tree architecture of dispatching the MaSS search agent (Y) to 64 LP servers using the HQR and EHQR approaches. The height of the tree \( h \) is 3 and the number of branch \( \beta \) is 4. 

3.4 The tree architecture of dispatching the MaSS search agent (Y) for retrieving the query results using the HQR approach from 64 LP servers. The height of the tree \( h \) is 3 and the number of branch \( \beta \) is 4. 

3.5 The tree architecture of dispatching the MaSS search agent (Y) for retrieving the query results using the EHQR approach from 64 LP servers. The height of the tree \( h \) is 3 and the number of branch \( \beta \) is 4. 

3.6 The query retrieval process by the MaSS search agent (Y) using an itinerary query retrieval (IQR) approach applied to the off-line MaSS. 

3.7 The query retrieval process by the MaSS search agent (Y) using the PQR approach. 

3.8 The query retrieval process by the MaSS search agent (Y) using the SHQR approach. 

3.9 The query retrieval process by the MaSS search agent (Y) using the SQR approach. 

3.10 The roundtrip time taken by each of the approaches to retrieve 100 Kbytes of query results from 16 LP servers. 

3.11 The roundtrip time taken by each of the approaches to retrieve 200 Kbytes of query results from 16 LP servers. 

3.12 The roundtrip time taken by each of the approaches to retrieve 300 Kbytes of query results from 16 LP servers. 

3.13 The roundtrip time taken by each of the approaches to retrieve 500 Kbytes of query results from 16 LP servers. 

3.14 The roundtrip time taken by each of the approaches to retrieve 1,024 Kbytes of query results from 16 LP servers. 

3.15 The roundtrip time taken by the EHQR and HQR approaches to retrieve 100 Kbytes query results from 64 LP servers. 

4.1 The process of classification a news web page using the WPCM.
4.2 Accumulated proportion of principal components generated by the PCA using the datasets from *the Japan Times* and *the CNN*. 61

4.3 The feature vectors from the PCA and CPBF are fed to the neural networks for classification. 64

4.4 The results of Run-1 for MSE vs. Epochs for the news web pages classification using the neural networks (momentum rate, $\alpha = 0.01$). 68

4.5 The results of Run-2 for MSE vs. Epochs for the news web pages classification using the neural networks (momentum rate, $\alpha = 0.001$). 69

5.1 Accumulated proportion of principal components generated by the PCA based on the Yahoo datasets. 74

5.2 The features vectors selected from the PCA are augmented with the features selected from the CPBF before classifying the web pages documents using the neural networks using the datasets from the Yahoo news web pages. 75

5.3 The classification accuracy with a combination of the PCA and CPBF feature vectors. 76
## List of Tables

2.1 The comparison of the time taken by the MaSS using the on-line and off-line query retrieval approaches based on 30 query cases. ........................................ 19

2.2 The $length_j$ is calculated by the total values of $TF_i$ in $Doc_j$. .................. 25

2.3 The ranking of query results on ‘computer engineering’ by the MaSS search agent before using the $NROS$ method. ................................. 28

2.4 The ranking of query results on ‘computer engineering’ by the MaSS search agent after using the $NROS$ method. ................................. 29

2.5 The definitions of the parameters $a$, $b$, and $c$ which have been used in Table 2.6. ........................................ 31

2.6 The decision matrix that has been used to calculate the $Recall$ and $Precision$ of the query retrieval results. ................................. 31

2.7 The evaluation of $Recall$ and $Precision$ of the query results that have been retrieved by the MaSS search agent. ................................. 34

3.1 The query retrieval approaches applied to the off-line MaSS. .......................... 48

3.2 The summary of the results from experiments one and two. .......................... 53

4.1 The document-term frequency data matrix after the stemming and stopping processes. ................................. 58

4.2 The number of training and testing documents that are stored in the news database. These are the classes that exist in the $Japan Times$ and the $CNN$ sports category. ................................. 63

4.3 The error back-propagation neural networks parameters for test Run-1 and Run-2. ................................. 65
4.4 The percentage of *the Japan Times* and *the CNN* news web pages classification accuracy using the Bayesian method, the TF-IDF method, and the WPCM. 

4.5 The classification result of three newsgroup datasets [62] using the WPCM. 

5.1 The web pages classification accuracies using a combination of the PCA and CPBF feature vectors in the WPCM using the Yahoo news web pages. 

5.2 The number of documents that are stored in the news database. These are the classes that exist in sports category from the Yahoo [49] datasets. 

5.3 The classification results using the PCA-NN method for the Yahoo news web pages. 

5.4 The classification results using the WPCM for the Yahoo news web pages. 

5.5 The classification results using the $F_1$ measures for the TF-IDF and Bayesian methods for the Yahoo news web pages. 

5.6 The $F_1$ measures for the classes that contain small number of documents to be classified using the WPCM, the PCA-NN method, the TF-IDF method, and the Bayesian method. 

5.7 The average of classification accuracies using the $F_1$ measures on the Yahoo news web pages.
## List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaSS</td>
<td>Mobile agent search system</td>
</tr>
<tr>
<td>LP</td>
<td>Local prefetch servers</td>
</tr>
<tr>
<td>W</td>
<td>The MaSS client agent</td>
</tr>
<tr>
<td>X</td>
<td>The MaSS server agent</td>
</tr>
<tr>
<td>Y</td>
<td>The MaSS search agent</td>
</tr>
<tr>
<td>Z1, Z2, Z3</td>
<td>The local agents at hosts B, C, and D</td>
</tr>
<tr>
<td>A</td>
<td>The MaSS server</td>
</tr>
<tr>
<td>B</td>
<td>A local Yahoo database server</td>
</tr>
<tr>
<td>C</td>
<td>A local AltaVista database server</td>
</tr>
<tr>
<td>D</td>
<td>A local HotBot database server</td>
</tr>
<tr>
<td>IDF</td>
<td>Inverse Document Frequency</td>
</tr>
<tr>
<td>$n_i$</td>
<td>The total number of occurrences of term $i$ in the collection</td>
</tr>
<tr>
<td>Max $n_i$</td>
<td>The maximum frequency of any term in the collection</td>
</tr>
<tr>
<td>$TF_{ij}$</td>
<td>The term frequency of word $i$ in document $Doc_j$</td>
</tr>
<tr>
<td>$i$</td>
<td>$i = 1, \ldots, N$</td>
</tr>
<tr>
<td>$j$</td>
<td>$j = 1, \ldots, n$</td>
</tr>
<tr>
<td>length_j</td>
<td>The total number of unique terms in $Doc_j$ after the stopping and stemming processes</td>
</tr>
<tr>
<td>Erroneous</td>
<td>The number of URLs that have broken and duplicated links</td>
</tr>
<tr>
<td>D</td>
<td>The total number of duplicated documents that exist in the results set</td>
</tr>
<tr>
<td>R</td>
<td>The total of similarity score</td>
</tr>
<tr>
<td>Error</td>
<td>The total number of broken links that exist in the results set</td>
</tr>
<tr>
<td>ROS</td>
<td>Relevant Ordering Score</td>
</tr>
<tr>
<td>Similarity_j</td>
<td>The similarity value of $Doc_j$</td>
</tr>
<tr>
<td>a</td>
<td>The system and the expert agree with the assigned category</td>
</tr>
<tr>
<td>b</td>
<td>The system disagrees with the assigned category but the expert did</td>
</tr>
</tbody>
</table>
The expert disagrees with the assigned category but the system did

**Precision**: A high Precision indicates that from all of the documents returned by our query, a large proportion of the documents is relevant to the search

**Recall**: A high Recall indicates that from all of the documents in the archive that are relevant to the query, a large number of these documents are returned

**F1**: The average of Precision and Recall

**NROS**: Number of Relevant Ordering Score

**EHQR**: An extended hierarchical query retrieval (EHQR)

**HQR**: A hierarchical query retrieval approach (HQR)

**IQR**: An itinerary query retrieval approach (IQR)

**PQR**: A parallel query retrieval approach (PQR)

**SQR**: A serial query retrieval approach (SQR)

**SHQR**: A shuttle query retrieval approach (SHQR)

**H**: The maximum number of hosts, i.e. $H = 8, 16, 64$ etc.

**h**: The height of a tree

**$t_p$**: The root of a tree

**$\beta$**: The branch of a tree

**$T_{HQR}$**: The total time taken by the MaSS search agent to collect the query search results by using the HQR approach

**$T_{EHQR}$**: The total time taken by the MaSS search agent to collect the query search results by using the EHQR approach

**$T_{PQR}$**: The total time taken by the MaSS search agent to collect the query search results by using the PQR approach

**$T_{SQR}$**: The total time taken by the MaSS search agent to collect the query search results by using the SQR approach

**$T_{SHQR}$**: The total time taken by the MaSS search agent to collect the query search results by using the SHQR approach

**$t_{context}$**: The time taken to create a new MaSS search agent upon a disposal of the previous MaSS search agent when it returns home to the MaSS server after the first trip to the LP servers

**$W_{send}$**: The time taken to send the query results from the MaSS client agent ($W$) to the MaSS server agent ($X$)

**$W_{recv}$**: The time taken to receive the query results from the MaSS client agent ($W$) to the MaSS server agent ($X$)

**$t(\theta)$**: The timestamp registered by the MaSS search agent prior to departing from the MaSS server to the LP servers

**$t(\phi)$**: The timestamp computed by the MaSS search agent immediately upon returning to the MaSS server from the LP servers
The number of trials that have been done in each of the experiments where \( l = 1, \ldots, \tau \).

The maximum number of trials \( l \).

Principal component analysis-neural networks.

Term frequency-inverse document frequency.

Web page classification method.

Class profile based features.

Principal component analysis.

Refer to each web page document that exists in the news database where \( j = 1, \ldots, n \).

A word.

Terms weight.

A matrix with document-terms weight.

A document frequency \( df_k \) is the total number of documents in the database that contains the word \( w_k \).

A document frequency \( idf_k = \log(\frac{n}{df_k}) \) where \( n \) is the total number of documents in the database.

The mean of \( m \) variables in data matrix \( A \).

The matrix \( S \) where \( S = \{s_{jk}\} \).

The variance of matrix \( S \).

The covariance of matrix \( S \).

An eigenvalue.

An eigenvector.

An eigenvector matrix where \( E = [e_1, e_2, e_3, e_4, \ldots, e_m] \).

A diagonal nonzero eigenvalue matrix.

The desired value of eigenvectors, e.g., 100, 200, 400, etc.

The set of principal components is represented as \( f_{i1} = e_{i1}^T x_i, \ldots, f_{id} = e_{id}^T x_i \), where \( x_i = [x_{i1}, x_{i2}, \ldots, x_{im}]^T \) and \( i = 1, 2, \ldots, n \).

A feature matrix reduced from the \( m \times m \) original data size to an \( n \times d \) size.

The number of documents in a collection.

A frequency of the term \( k \) in the entire document collection.

The number of words that have the highest entropy value selected from the CPBF approach.

The local weighting of the term \( k \).

The global weighting of the term \( k \).

The number of input layers.

The number of hidden layers.
\( f_{d+R} \) : The input values to the neural network are represented by \( f_1, f_2, \ldots, f_{d+R} \)
\( \eta \) : A learning rate
\( \alpha \) : A momentum rate
\( t \) : The number of iteration
MSE : A mean squared error
\( T_j \) : The training document
\( cs_u \) : The desired classification vector corresponding to \( Doc_j, u = 1, \ldots, v \)
\( Doc' \) : A new document to be classified
\( w_{k}^{m} \) : The words representing the textual content of the document \( Doc' \) and let \( k \) denote the term number where \( k = 1, \ldots, m \)
\( P(cs) \) : The classification score using Bayesian classifier
Chapter 1

Introduction

Mobile agent is an emerging technology that is gaining momentum in the field of distributed computing. There are some advantages in using mobile agent technology compared with traditional client-server solutions. For example, it can reduce a network traffic, it can support a large scale of computations with many computers in a distributed environment, it allows the use of disconnected computing for processing a user queries, and it provides more flexibility in the development and maintenance of distributed applications. The goal of this thesis is based on the application of mobile agent technology in supporting the query retrieval process from the World Wide Web (WWW). Specifically, the methods of dispatching the mobile agents to retrieve the query results from the search engines in WWW have been investigated. We have also considered the ranking and classification methods applied to the query results that have been retrieved by the mobile agents.

This introduction chapter is organized as follows: In Section 1.1, the characteristics of mobile agents are discussed. The evaluation of mobile agent performance for the query retrieval is discussed in Section 1.2. The ranking of query results and the classification of web pages are described in Section 1.3. The goal of the thesis is discussed in Section 1.4. The organization of the thesis is described in Section 1.5.

1.1 Mobile Agents

Mobile agent is an autonomous program that can be transported from one computer to another in a heterogeneous network, such as Internet or an Intranet [27, 66], and can
CHAPTER 1. INTRODUCTION

A mobile agent comprises program code, data, and in some cases the execution state of code. These are packaged into messages and sent over a network to a remote location where some codes resume an execution. Mobile agents are particularly suited for applications that require a large amount of data to be transferred between remote locations. It is, therefore, more advantageous to send a mobile agent, whose size is less than the size of the data transfer involved to a remote location to perform multiple local interactions and return the result of the computation. A concept of mobile agent evolves from the concept of a client-server based computing as shown in Fig. 1.1. In the client-server systems, data are passed between the server and the client while the program resides on the client and the server. In contrast with the client-server systems, the mobile agent based systems transfer the program logic along with the data, as shown in Fig. 1.2. This provides mobile agent based systems with features that were unavailable in the traditional client-server systems.
1.1.1 Mobile agents properties

In order to do such tasks that has been explained in a previous section, mobile agents must have the properties such as mobility, path determination, communication, etc. [14]. They are describe as follows:

i. Mobility

Mobility is a property that enables a mobile agent to move from one node in a computer network to another. In a migration process, the system decides when the process should migrate depending on several factors including a load balancing and a resource allocation. However, as the mobile agent is an autonomous entity, it will decide when it is to move, which depends on, whether it has achieved its goal at its current location, etc. Forced migration can also be performed on the mobile agents in special circumstances. For example, a computer might refuse to host a malicious mobile agent that performs a forbidden action.

ii. Path determination

Mobile agent moves from one node of computer network to another with itinerary nodes to visit. The itinerary can either be pre-determined or it can be determined dynamically as the agent gains more information about its environment.

iii. Communication

Unlike stationary agents, which support communication between agents in the environment, mobile agents need to communicate with the local environment on the remote locations that they have visited as well as with other agents that they have encountered at those locations. This requires mobile agents to possess two communication modes. First, a node-oriented communication which is used for interacting with local processes on remote locations they visit. Second, a network-oriented communication such as message passing which is used for interacting with other agents. Most mobile agent systems support synchronous as well as asynchronous modes of communication between agents [17].
1.1.2 Advantages of mobile agents

There are some advantages of using mobile agents for distributed computing applications [66]. They can be described as follows:

i. They reduce the network load

Distributed systems often rely on communication protocols that involve multiple interactions to accomplish a given task. This is especially true when the security measures are enabled. The result is a lot of network traffic. Mobile agents allow us to package the conversation and dispatch it to a destination host, where the interactions can take place locally (see Fig. 1.2). Mobile agents are also useful when it comes to reducing the flow of raw data in the network. When very large volumes of data are stored at remote hosts, these data should be processed in the locality of the data rather than transferred over the network.

ii. They overcome network latency

Critical real-time systems such as robots that are used in the manufacturing processes (i.e., semiconductor factory, chemical plant, etc.) need to respond to changes in their environments in real time. There are some latencies when controlling such systems with different sizes of factory networks. For critical real-time systems, such latencies are not acceptable. Mobile agents offer a solution, since they can be dispatched from a central controller to act locally and directly execute the controller’s directions [15].

iii. They encapsulate protocols

When data are exchanged in a distributed system, each host owns the code that implements the protocols needed to properly encode outgoing data and interpret incoming data, respectively. However, as protocols evolve to accommodate new efficiency or security requirements, it is a tedious task to upgrade the protocol codes properly. The result is often that protocols become a legacy problem. Mobile agents, on the other hand, are able to move to remote hosts in order to establish channels based propriety protocols.

iv. They execute autonomously and asynchronously

Often mobile devices have to rely on expensive or fragile network connections. Tasks
that require a continuously open connection between a mobile device and a fixed network probably will not economically or technically feasible. To solve this problem, tasks can be embedded into mobile agents, which can be dispatched into the network. After being dispatched, the mobile agents become independent of the creating process and can operate asynchronously and autonomously.

v. **They are robust and fault tolerant**

The ability of mobile agents to react dynamically to unfavorable situations and events makes it easier to build robust and fault-tolerant distributed systems. If a host is being shut down, all agents executing on that machine will be warned and given time to dispatch and continue their operation on another host in the network.

vi. **They are naturally heterogeneous**

Network computing is fundamentally heterogenous, often both from a hardware and a software perspective. The mobile agents are generally computer and transport-layer-independent and are dependent only on their execution environment. Therefore, they provide optimal conditions for different system integration. For example, the integration of computer applications between a Microsoft Windows operating system and a Unix operating system.

### 1.1.3 Mobile agents tasks

As mentioned previously, mobile agents are programs that perform some tasks for the user and are able to migrate from computer to computer. Mobile agents themselves decide when to migrate, where to go and what to do when they get there, and it is also important to note how they do this. Mobile agents are free to act as clients and servers and they can communicate freely with other mobile agents. This communication protocols of mobile agents can be synchronous or asynchronous, depending on the agent implementation language (i.e., java, C++, SmallTalk, etc.) and the services required (i.e., object dispatching, object cloning, etc.) [10]. For example, in order to get a list of data from another agent, a synchronous mode of communication will be used. If a large size of data will be transferred through the network by the agents, an asynchronous mode of communication will be used. Like human beings, the mobile agents need to communicate with the other agents in order
to accomplish the assigned tasks. For example, if a mobile agent migrates to a computer it may access the resources of that computer through a local agent that handle the request from other agents.

1.1.4 Mobile agents applications

There are many applications that benefit from the mobile agents paradigm such as an electronic commerce, a personal assistance, a distributed information retrieval, a telecommunication and network services, an information dissemination, a parallel processing, etc. Some of the field of applications are described as follows:

i. **Electronic commerce**

Mobile agents are well suited for electronic commerce. A commercial transaction may require real-time access to remote resources such as stock quotes and perhaps even agent-to-agent negotiation. Different agents will have different goals and will implement and exercise different strategies to accomplish these goals. The mobile agents have been used to accomplish the tasks that have been assigned to them by their owners [17].

ii. **Distributed information retrieval**

Information retrieval is a popular example of mobile agent application. Instead of moving large amounts of data to the search engine so that it can create indexes, we can dispatch agents to remote sources where they locally create search indexes that can later be shipped back to the origin. Mobile agents can also perform extended searches that are not constrained by the hours during the creator’s computer is in operation [25].

iii. **Parallel processing**

Given that mobile agents can create a cascade of clones in the network, one potential use of mobile agent technology is to administer parallel processing tasks. If a computation requires so much processor power that it must be distributed among processors, an infrastructure of mobile agent hosts can be a possible approach to allocate the processes [75].
iv. Information dissemination

Mobile agents can disseminate information such as news and automatic software updates for vendors. The agents bring new software components as well as the installation procedures directly to the customer’s personal computer and autonomously update and manage the software on the computer [74].

1.2 Evaluation of Mobile Agents Performance

Performance of mobile agents in the network applications are based on the number of agents used to execute the tasks that have been requested by a user and the dispatching methods applied on each of the agents to execute the tasks. If there are many agents used to accomplish the tasks, the network bottleneck will occur on the system. Furthermore, if the network routing is not properly configured, a significant time delay will occur on the system. Therefore, a new approach for network management needs to be addressed when applying mobile agent technology to perform the query retrieval tasks.

A hierarchical network management using a mobile agent approach has been discussed by Gavalas et al. [10]. However, the issues related to the increasing number of mobile agents used for managing the hierarchical networks have not been considered. Furthermore, the performances of different types of mobile agents platforms have been investigated by Silva et al. [11], Alouf et al. [12], and Sum et al. [18]. But the architectures of mobile agents for performing the tasks in a network environment have not been fully considered. Moreover, the application of mobile agent for a wireless communication system which is based on a client-server architecture compared with a mobile agent has been described by Villate et al. [13]. Still, the numbers of mobile agents used for the data fetching have not been investigated.

In this thesis, the factors that effect the performance of mobile agents for query retrieval from the WWW such as the number of mobile agents and the dispatching methods applied to the mobile agents to retrieve the query results have been investigated. These factors are related to the path determination and the mobility of mobile agents in the network environment as described in the previous section.
1.3 Ranking and Categorization of Query Retrieval Results

The ranking and categorization of query retrieval results retrieved from the search engines by the mobile agents are two important aspects that affect the users satisfaction when they are searching for information. They are described as follows:

1.3.1 Ranking of query retrieval results

Traditional search engines were never intended to deal with a vast, distributed, heterogeneous collection of documents such as the WWW. The almost complete absence of editorial control over the web documents poses special problems such as coverage, currentness, spamming, dead links, and the manipulating of rankings for commercial advantage [19, 22, 23, 24]. Current search engines in the WWW employ a number of variations of query ranking algorithms compared with the basic term frequency approach. For example, a Google’s ranking algorithm [20, 21] that has been used to find the search results relies on their crawlers. These crawlers will capture an amount of information about web pages such as the inverted term index, the font types used for a particular information that are recorded in the web pages, and a distinction is drawn between ”plain” and ”fancy” hits. Fancy hits involve a match between a query term and a part of a URL, page title, anchor text, and meta-tag. Plain hits involve all other matches against the text of a document.

In this thesis, we propose a new ranking algorithm which is based on the number of broken links and the duplicated links that occur in the query results retrieved by the mobile agent from the WWW. Also, the search results from multiple search engines such as Yahoo, AltaVista, and Google are stored into a single database. Then the collection of search results will be processed by removing the duplicated and broken links that exist in each of the web pages stored in the database, and re-rank each of the query results before they are presented to the users.
1.3.2 Categorization of query retrieval results

While the Internet and e-mail are becoming part of many people’s daily routine, many Internet users have been already familiar with the Yahoo [49] directory for searching a particular information, and a Microsoft Outlook’s directory which highlights a junk of messages. These are two examples of text classification. The classification of web pages in the Yahoo directory was performed ‘manually’ where these pages have been assigned to one or more categories by human editors. On the other hand, the users of the Microsoft Outlook can write simple rules to sort the incoming e-mails into folders, or use predefined rules to delete junk e-mails. This is an example of automated text classification. Currently, there are many approaches that have been introduced to categorize the text documents automatically such as a neural network [42, 43, 44], a support vector machine (SVM) [61], a Bayesian classifier [60], etc. In this thesis, the classification of news web pages retrieved by the mobile agents using neural networks based on a background knowledge has been proposed and evaluated.

1.4 Goal of the Thesis

The goal of the thesis is based on the application of mobile agent technology in supporting the query retrieval process from the WWW. The scopes of the research are as follows: First, the effectiveness of mobile agent for the query retrieval using the off-line and on-line approaches is investigated. Second, the ranking of query retrieval results that have been retrieved by the mobile is investigated. Third, the performances of mobile agents for the query retrieval using a hierarchical approach compared with other approaches are investigated. Fourth, the classification of news web pages retrieved by the mobile agents using neural networks based on a background knowledge is evaluated. Finally, the improvement of classification accuracy on the classes that are represented with a small number of documents will be investigated. The outline of the studies is shown in Fig. 1.3.
1.5 Organization of the Thesis

The organizations of the thesis are as follows: In Chapter 2, the information searching and retrieving are two important aspects that most of the Internet users do when they are using the Internet. Unfortunately, many available tools that are being used to search a particular information from the Internet such as a search engine could not give the satisfying results. This is due to the problem such as broken and duplicated links. Also the ranking algorithms that are applied by the search engines are different from one to another. This chapter discusses the limitations of current software tools to search in the Internet and proposes a new approach by employing a mobile agent to retrieve the query results in the local search servers. The on-line and off-line query retrievals using mobile agents are evaluated. From experiments, the off-line query retrieval approach has reduced the time spent by a user...
to retrieve the query results from the Internet compared with the on-line query retrieval ap-
proach. The ranking of query results retrieved by the mobile agents are evaluated using the 
Number of Relevant Ordering Score (NROS) method. The effectiveness of the NROS has 
been evaluated using standard information retrieval measures that are Recall and Precision.

In Chapter 3, the factors that affect the performance of mobile agents in retrieving in-
formation from the Internet are the number of agents and the total of routing time taken by 
the participated agents to complete the assigned tasks have been discussed. Fewer numbers 
of mobile agents used to execute the tasks will cause lower network traffic and consume 
less bandwidth, and the total time taken to retrieve the query results has to be kept mini-
mal. In this chapter, we propose a method to improve the time taken to retrieve a query 
results by the mobile agents in the off-line Mobile Agent Search System (MaSS) by using 
an extended hierarchical query retrieval (EHQR) approach. The EHQR approach is based 
on the combination of a parallel and a hierarchical dispatching of mobile agents for query 
retrieval. Furthermore, in this approach the number of mobile agents has been kept mini-
mal in order to reduce the network loads when retrieving the query results from the local 
databases. The performance of the EHQR approach has been compared with other query 
retrieval approaches. Experimental results show that our scheme reduces the total time 
taken to retrieve the query results compared to other approaches.

In Chapter 4, the news web pages classification using neural networks is discussed. 
An automatic categorization is the only viable method to deal with the scaling problem of 
the WWW. In this chapter, we propose a news Web Page Classification Method (WPCM). 
The WPCM uses a neural network with inputs obtained by both the principal components 
and class profile-based features (CPBF). Each news web page is represented by the term-
weighting scheme. As the number of unique words in the collection set is big, the principal 
component analysis (PCA) has been used to select the most relevant features for the clas-
sification. Then the final output of the PCA is combined with the feature vectors from the 
class-profile which contains the most regular words in each class before feeding them to 
the neural networks. We have manually selected the most regular words that exist in each 
class and weighted them using an entropy weighting scheme. The fixed number of regular 
words from each class will be used as feature vectors together with the reduced principal 
components from the PCA. These feature vectors are then used as the input to the neural
networks for classification. The WPCM has been compared with the other methods as a benchmark test for the classification accuracy. The experimental evaluation demonstrates that the proposed method provides an acceptable classification accuracy with the sports news datasets.

In Chapter 5, the limitation of the principal component analysis-neural networks (PCA-NN method) in supervised data where the characteristic variables that describe smaller classes tend to be lost as a result of the dimensionality reduction can be addressed by using the WPCM has been discussed. The classification accuracy on the small classes can be improved although they have been reduced into a small number of principal components. The WPCM has been compared with the other classification approaches as the benchmark tests for the classification accuracy of the classes that are represented with a small number of documents. The $F1$ measure which is a kind of average of Precision and Recall has been used to evaluate the classification accuracy of the datasets. From the experiment, we have found that the $F1$ measure on the sports news datasets using the WPCM provides acceptable classification accuracy of the classes that are represented with a small number of documents compared with other approaches.

In Chapter 6, the conclusions of the thesis are described.
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