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ABSTRACT 

 
 The robustness of Convolutional Neural Network (CNN) architecture as the 

innovative technology has led to the surge of research adoption for Alzheimer’s disease 

(AD) classification. CNN is replacing the conventional machine learning methods to assist 

and support experts in diagnosing AD. However, the performance of conventional CNN 

architecture in classifying AD class and Normal Control (NC) class is hindered by its 

behaviours that require a large-scale dataset. Nonetheless, the major hindrance in the AD 

domain is limited amount of dataset. Therefore, previous studies have adopted data-centric 

enhancement modules such as pre-processing techniques, data augmentation, and transfer 

learning strategies to improve the classification performance of CNN. Yet, these modules 

alone are still struggling to offer sound accuracy of classification of the disease due to 

CNN's overfitting issue and behaviour which is insensitivity to the local position 

information, also known as spatial invariance. A recent trend in this domain is the merge 

of an attention mechanism with CNN to enhance the classification performance. This is 

done by identifying and extracting the salient discriminative features of MRI images. 

However, the generalization ability is still hindered due to validity of one specific dataset 

found among many research works. This research then proposes a novel attention-based 

CNN model (AGap-CNN), that employs the global average pooling (GAP) to reduce the 

number of learning parameters to be used for classification by Softmax. The AGap-CNN 

combines the attention mechanism with the GAP layer for classification at the model 

header to enhance the classification performance of CNN and improve the generalization 

capability of the network. The AGap-CNN was validated on two benchmark datasets of 

OASIS and ADNI. Furthermore, in further analysing the network performance, the AGap-

CNN was compared to the existing state-of-the-art methods. The proposed AGap-CNN 

model outperformed the existing state-of-the-art methods for the OASIS and ADNI 

datasets with 99.22% and 100% average validation accuracy, respectively. In other words, 

the proposed AGap-CNN model works with acceptable accuracy, sensitivity, and 

specificity in classifying AD class and NC class for both benchmark datasets of OASIS 

and ADNI dataset. 
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ABSTRAK 

Kekukuhan struktur Conventional Neural Network (CNN) sebagai teknologi 

canggih telah membawa kepada lonjakan penggunaan penyelidikan untuk klasifikasi 

penyakit Alzheimer (AD). CNN menggantikan kaedah konvensional Machine 

Learning untuk membantu pakar dalam mendiagnosis AD. Walau bagaimanapun, 

prestasi struktur CNN konvensional dalam mengklasifikasikan kelas AD dan kelas 

Kawalan Normal (NC) dihalang oleh cirinya, yang memerlukan data berskala besar. 

Halangan utama dalam domain AD ialah jumlah data yang terhad. Kebanyakan kajian 

telah menerima pakai modul peningkatan berpusatkan data seperti teknik pra-

pemprosesan, penambahan data, dan strategi pembelajaran pemindahan untuk 

meningkatkan prestasi klasifikasi CNN. Walau bagaimanapun, semua modul ini masih 

bergelut untuk menawarkan ketepatan klasifikasi CNN yang bagus disebabkan oleh 

isu CNN yang terlalu bagus (overfitting) dan sifat CNN yang tidak sensitif kepada ciri 

yang dikenali sebagai spatial invariance. Trend terkini dalam domain ini adalah 

menggabungkan mekanisme perhatian dengan CNN untuk meningkatkan prestasi 

klasifikasi dengan mengenal pasti dan mengekstrak ciri diskriminatif yang menonjol 

bagi imej MRI. Walau bagaimanapun, ia masih terhalang kerana keupayaan 

generalisasi disebabkan beberapa kerja sedia ada hanya di sahkan pada set data 

tertentu.Penyelidikan ini mencadangkan model CNN berasaskan perhatian baharu 

(AGap-CNN), menggunakan Global Average Pooling (GAP) untuk mengurangkan 

bilangan parameter pembelajaran yang akan digunakan untuk pengelasan oleh fungsi 

Softmax. AGAp-CNN menggabungkan mekanisme perhatian dengan lapisan GAP 

untuk pengelasan pada kepala model CNN bagi keupayaan generalisasi rangkaian. 

AGAp-CNN disahkan pada dua set data penanda aras OASIS dan ADNI. Tambahan 

pula, AGap-CNN dibandingkan dengan kaedah terkini yang sedia ada untuk 

menganalisis prestasi rangkaian dengan lebih lanjut. Model AGap-CNN yang 

dicadangkan mengatasi kaedah terkini yang sedia ada untuk set data OASIS dan ADNI 

dengan purata ketepatan pengesahan 99.22% dan 100%, masing-masing. Dalam erti 

kata lain, model AGAp-CNN yang dicadangkan berfungsi dengan ketepatan, kepekaan 

dan kekhususan yang boleh diterima dalam mengklasifikasikan kelas AD dan kelas 

NC untuk kedua-dua set data penanda aras kumpulan data OASIS dan ADNI. 
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CHAPTER 1  

 

 

INTRODUCTION 

1.1 Problem Background 

In World Alzheimer Report 2021, Alzheimer's Disease International (ADI) 

reported over 55 million people are living with dementia globally, and the number is 

estimated to escalate to 78 million people by the year 2030 [3]. Dementia, also known 

as 'major neurocognitive disorder' is a term to describe people who suffer from 

cognitive impairment, i.e., memory loss, deterioration in thinking and reasoning 

function, and significant change in behavioural abilities severely to such an extent 

affects one's daily routine and social autonomy. To be more specific, it may exhibit 

symptoms or early warning signs such as progressive memory decline regarding recent 

events, inability to recognize familiar faces, difficulty making decisions and 

judgements, searching for words, lost in directions, times and places, and language 

problems. Also, psychological symptoms such as anxiety, social withdrawal, 

irritability, and depression are often associated with the prior symptoms. 

It has been stated in the report, the common causes of dementia are highly 

related to brain-related diseases, i.e., Alzheimer's disease, vascular dementia, dementia 

with Lewy bodies, frontotemporal dementia, and young-onset dementia. However, due 

to the rising of the world population ageing [4], Alzheimer's disease (AD) is the most 

common cause, accounting for 60% to 80% of dementia cases. Furthermore, since AD 

has often been diagnosed during the late stage of the disease; thus, older people over 

65 years old are the most at risk. Alzheimer's disease (AD) is an irreversible 

neurodegenerative disease, progressively changes the brain morphologies due to the 

degeneration of the brain cells. This happened because the normal cognitive functions 

have been blocked by the presence of two significant pathologies, which are the 

extracellular plaque deposits of the β-amyloid peptide (Aβ) and the flame-shaped 
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neurofibrillary tangles of the microtubule-binding protein tau [5] in the brain leads to 

dysfunction of cognitive, reduction of specific neuron and destruction of the synapse. 

Up to the present, there is still no treatment that can fully cure Alzheimer's 

disease. The current treatment focuses more on slowing the progression of AD 

symptoms, reducing the build-up of the β-amyloid peptide (Aβ) and tau protein by 

prescribing the patients. For instance, US Food and Drug Administration (FDA) 

recently has approved Aduhelm (aducanumab), a new medicine to treat patients with 

AD [6]. Alongside the drug treatment, creating a supportive environment for the 

patients is a part of the treatment to sustain their life. In order to provide appropriate 

treatment for the patients, an early, accurate, and timely diagnosis of AD by medical 

practitioners is vital. It is the very first step in a long process, which requires 

comprehensive and attentive medical evaluations involving a multidisciplinary team 

of healthcare professionals, i.e., primary care physicians, medical experts, and 

radiologists. 

Conventionally, clinical assessment and laboratory tests are run on the patients 

following initial assessment from the primary care practitioner. It involves a medical 

history and physical examination, cognitive assessment, blood test, and neuroimaging 

scans. Following the preliminary assessment (i.e., physical examination, cognitive 

assessment, and blood tests), brain neuroimaging scans are usually performed on 

patients to assess and diagnose AD progression and severity by using non-invasive 

neuroimaging modalities such as computed tomography (CT) scan, positron emission 

tomography (PET), magnetic resonance imaging (MRI), and single-photon emission 

computed tomography (SPECT). Among the modalities, MRI is often used since it is 

the safest modality, produces no radiation that can be harmful to the patients compared 

to other modalities. Furthermore, MRI scans show the changes of specific parts of the 

brain structure: 1) degeneration of the hippocampus, 2) ventricle enlargement, and 3) 

cerebral cortex shrinkage can be assessed, thus can facilitate experts in characterizing 

AD. Nevertheless, diagnosing AD involves a long process that can last years, requiring 

thorough interventions and professional knowledge. 
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Over the past decade, an automated analysis system, otherwise known as a 

computer-aided diagnosis (CAD) system, has been widely used to assist and support 

medical experts in diagnosing AD based on MRI scans. Often, CAD systems in this 

domain are highly related to the utilization of conventional machine learning (ML) and 

deep learning (DL)-based techniques in identifying, predicting, and detecting the 

pattern of AD. In early year, conventional ML techniques have shown promising 

results in classification of AD subjects from others classes of subjects i.e. normal 

control (NC) and mild cognitive impairment (MCI), utilizing powerful classifiers such 

as support vector machine (SVM) [7-11], artificial neural network (ANN) [8, 12, 13], 

etc. Due to the hand-crafted feature extraction, conventional ML techniques were 

seemed incompatible and impracticable to be used within that time, incurs high 

computational resources and times.  

Therefore, researchers have begun to utilise DL-based techniques in 

diagnosing AD since it has become a recent trend in the medical image analysis area. 

To date, the trend in the AD domain has shown the surge in utilizing convolutional 

neural network (CNN) architecture among the existing studies for potential 

application, i.e., classification of AD and NC subjects based on the MRI data. The 

trend may be due to the capability of CNN in extracting the subtle low-level and high-

level features end-to-end from the high-dimension input image without any prior 

feature selection and less dependent on image pre-processing. The performance of 

existing CNN-based models in the whole process classification task are primarily 

affected by the nature of MRI data and the configuration of CNN architecture, which 

often lead to the misclassification [14, 15]. Also, the misclassification may due to the 

existing CNN-based models disregard the significance of the spatial and salient 

information of MRI images [16]. Nevertheless, there is still room for discussion and 

investigation to further enhance the high-performing CNN models for AD 

classification, including several enhancement modules choices and critical 

implementations for alternatively handling the MRI data and CNN architecture.  
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1.2 Problem Statement 

Often, medical experts diagnose AD by running clinical assessments on the 

patients, as well with the assisting of MRI. High-resolution T1-weighted MRI 

sequences are able to distinguish the anatomical boundaries and detect the structural 

changes in the brain [17].   However, experts with vital knowledge and a lot of 

experience are required to analyse MRI visually, i.e., the abnormal brain changes 

(atrophy), which may be scarce. Sometimes, there is a possibility of being prone to 

errors in diagnosis due to human error factors such as stress, fatigue, heavy workload, 

and cognitive bias affecting the performance of experts, thus leading to diagnostic 

errors. According to [18], diagnostic errors by the radiologists contributed 

approximately 75% of all the medical errors, and about 74% of diagnostic errors were 

caused by cognitive factors [19]. 

Therefore, to support and assist experts in diagnosing AD, prior studies began 

to employ an automated analysis system, i.e., a CAD system. CAD systems in this 

domain have been developed by using the recent technology advancement: 

conventional machine learning-based technique and deep learning-based technique, 

aiming to assist experts in making-decision (AD classification) task. Conventional 

machine learning-based technique has shown promising results but exceptionally high 

maintenance due to the complex processes requiring manual feature extraction [20] 

with expert’s intervention and relatively time consuming [21]. Hence, recent trend in 

this domain is utilizing deep learning-based techniques since  it become the cutting-

edge technology in medical images domain due to its robustness in image 

classification, segmentation and detection tasks [22]. 

The most dominantly used of deep learning algorithm for AD classification is 

CNN [22, 23], performing well in image classification and having revolutionised 

performance of conventional machine learning techniques. CNN-based techniques 

highly depend on the nature of data i.e., requiring the large-scale and high-quality 

image of MRI data, and optimal neural network architecture to achieve a good 

classification performance. However, the performance of CNN architecture in 
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classification task of AD is hindered by the small amount of MRI data with low quality 

image but high-dimensionality. Therefore, existing researchers improved the 

performance by introducing modules such as MRI pre-processing [24], transfer 

learning strategy, data augmentation and incorporating advanced modules. However, 

all these modules still struggling to offer a good accuracy of classification of the 

disease. 

The degradation of MRI images quality due to the artefacts, i.e., 

inhomogeneity, motion, and scanner-specific variations [25] may affect the 

performance of CNN architecture in AD disease classification. Hence, MRI pre-

processing techniques have been applied, although some studies conceded the CNN 

architecture can perform well without the pre-processing [26, 27]. With the 

advancement of deep learning, some of the pre-processing techniques have become 

less critical [28]. Moreover, several limitations of the techniques have been 

emphasized such as poor generalization in which often require to be tuned to work on 

different brain morphologies and acquisition sequences, and requiring manual 

intervention [29, 30]. Therefore, most of the studies perform no to minimal pre-

processing techniques in their works [16, 23], as well improving their models with the 

implementation other modules. 

MRI data provided by the databases are insufficient for training a deep 

learning-based model by means of CNN architecture. So, every study tried to develop 

solutions to tackle the major issue regarding the limited amount of data: 1) transfer 

learning strategy; 2) adopting data augmentation. Commonly, pre-trained network on 

natural images (ImageNet) has been adopted for transfer learning, i.e., fine-tuning the 

last few layers with MRI images, which is sufficient to achieve better classification 

performance. However, according to [31], this behaviour might change depending on 

the application at hand. It might lead to the negative transfer issue since transfer 

learning only works if the initial and target problems of both models are similar. 

Although pre-trained network alone is good to use yet some researchers improve with 

varies techniques such as layer-wise transfer learning, and associating data 

augmentation and advanced modules with the transfer learning strategy.  
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Data augmentation often involves the geometric transformation such as 

rotation and flipping. However, these geometric transformations might degrade the 

spatial normalization of the MRI data [16, 32]. Local position information is 

significant in training medical images; thus, the geometric transformations are 

inapplicable to augment the data, especially in the AD domain, where the information 

from hippocampal region is high importance and such transformations may remove 

the information. Since, most of the enhancement modules are data-centric i.e., 

enhancing the classification performance by improving the MRI data, yet, the driven 

data-centric on classification module subjects to the CNN architecture as a backbone 

in offering good classification. Hence, researchers improve the classification 

performance with enhancing the CNN architecture by integrating advanced modules 

with the architectures such as depth-wise separable convolution (DSC), Capsule 

Network (CapsNet) and dilated causal convolution module.  

Although these modules have improved the CNN architecture, yet stuck in the 

low performance due to the compact and slow algorithm thus, incurring the 

requirement to depend on high computational resources. Also, the high performance 

might be hindered by the behaviour of CNN architecture, which incapable to preserve 

and exploit the local spatial information due to spatial invariance and object of interest 

is relatively small. Hence, recent trend in AD classification is incorporating attention 

module within CNN architecture. In handling medical images, particularly MRI 

images, local spatial position information is significant to exploit and preserve in 

making-decision tasks [33].The loss of information of the salient region may lead to 

misclassification and misdiagnosis. Even though attention mechanism has slightly 

improved the performance of CNN architecture in AD classification application, but 

CNN architecture tends to be overfitting due to the utilization of FC layers, thus 

hindering the classification performance of AD. 
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1.3 Research Objective 

The main objective of this research is to improve the classification performance 

of a deep learning-based model by enhancing the CNN architecture to assist and 

support experts in diagnosing AD. The specific objectives are:  

 

(a) to develop a novel attention-based deep learning model, using modify VGG-

16 architecture as baseline network, attention mechanism and global average 

pooling (GAP) layer for classification application based on the enhanced local 

features extracted.  

(b) to classify normal control (NC) subject and AD subject based on (a) by 

investigating the best configuration of implementing the global average 

pooling (GAP) layer for prediction. 

(c) to validate and compare the performance of the proposed technique on 

benchmark datasets known as Alzheimer's Disease Neuroimaging Initiative 

(ADNI) & Open Access Series of Imaging Studies (OASIS) with existing 

methods. 

 

1.4 Research Scope 

The scope of this research covers all aspects that are considered as follows:  

a) All the relevant subjects selected in this research are provided by two large 

databases: Alzheimer's Disease Neuroimaging Initiative (ADNI) and Open 

Access Series of Imaging Studies (OASIS). Relevant subjects are verified and 

categorized based on Clinical Dementia Rating (CDR) score. A CDR score 

greater than zero indicates subjects with AD symptoms, whereas normal 

subjects (NC) have a CDR score of zero. The age and gender of the subjects 

are also significant demographic characteristics in this research to choose 

relevant subjects. Therefore, males and females were included and distributed 

equally in this research, with the average age range between 65 to 74 years old. 
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b) The downloaded OASIS MRI data were obtained from the latest cohort, 

OASIS T1-weighted sequence MRI data was collected using Siemens Vision 

1.5T scanner (Siemens Medical Solutions USA, Inc). The downloaded ADNI 

MRI data of relevant subjects were captured using standard 1.5 Tesla screening 

baseline T1-weighted sequence via volumetric 3D MPRAGE protocol. 

c) 3D MRI scans were sliced into three view projections (i.e., axial, sagittal, and 

coronal). Only a single view projection was used in this research, i.e., the 

sagittal view. Also, the slice selection was performed manually to select MRI 

image slice consists a better view of the hippocampus. 

d) The salient features (i.e., hippocampus) have been preserved and extracted 

using an attention mechanism incorporated with modified VGG16, one of the 

CNN architecture variants for the subsequent classification task. An attention 

map was used to visualize the salient features captured by the attention 

mechanism.  

e) Global average pooling (GAP) layer was used over the features map captured 

by the attention mechanism to reduce the number of learning parameters in 

enhancing the classification performance of the AD and NC subjects. 

f) MRI data fitted into the proposed AGap-CNN model are without undergoing 

pre-processing and augmentation. In addition, layer-wise transfer learning also 

has been adopted to support the training process of the proposed model. 

(d) The result achieved from the proposed method was compared with other 

existing state-of-the-art CNN-based models (i.e., Inception-V4 and standard 

VGG architecture) and CNN-Attention-based model, including visual attention 

and convolutional block attention, to validate the performance of the proposed 

method against existing methods. 

 

1.5 Research Significance 

The significance of this research is as follows: 
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a) A new CNN-based model with the integration of attention mechanism was 

developed to capture the salient features, i.e., the hippocampus of the brain for 

discriminating AD subjects and NC subjects. The designated model was based 

on the soft attention mechanism and VGG-16 architecture as a baseline 

network.  

b) A new method to further improve the classification performance of AD and 

NC subjects based on the features (i.e., hippocampus) captured by the attention 

module and further classified by the GAP layer was developed as an alternative 

to existing methods that depends on standard enhancement modules such as 

data augmentation, transfer learning, and other advanced modules.   

 

1.6 Thesis Outline 

This thesis is organised as follows: 

a) Chapter 2 provides an overview of diagnosing AD based on medical perspective 

and computer-aided diagnosis (CAD) system as a tool to assist experts in making-

decision task i.e., classification of AD and NC class. Also, critical review on the 

specific topics of classification of AD including an overview of existing CNN-

based techniques in this domain, the recent enhancement and advancement 

methods such as pre-processing, data augmentation, transfer learning and 

advanced modules. 

b) Chapter 3 explains the methodologies and research flow adopted in this study 

starting from the dataset used, dataset preparation, pre-trained network, the 

application of deep learning model development to classify the AD and NC class, 

the performance evaluation metrics, and the experimental setup. 

c) Chapter 4 presents the results and discussion of the experiments conducted using 

the proposed methodologies described in Chapter 3. A critical analysis of the 

finding is also presented. 
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d) Chapter 5 presents the conclusion of this research, the limitation of study and the 

recommended future works that can improve upon the findings. 
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applications, such as in object detection and semantic segmentation in image. The idea 

of implementation attention mechanism and GAP layer on the FCN to further segment, 

extract and exploit the local feature of the images effectively, as well classify the disease 

accurately is a good initiative to enhance the classification performance. Also, the subtle 

difference and high similarity between the classes (AD class and NC class) issue can be 

addressed by introducing the idea in the near future. With FCN properties where it is 

known to be good at segmentation, thus makes it suitable to be applied for future works 

especially in improving AD and NC classification problems. 

 

REFERENCES 

1. Education, O.M., Mini-Mental State Examination (MMSE). 2015. 

2. Woo, S., et al. Cbam: Convolutional block attention module. in Proceedings 

of the European conference on computer vision (ECCV). 2018. 

3. Gauthier S, R.-N.P., Morais JA, & Webster C., World Alzheimer Report 

2021: Journey through the diagnosis of dementia. 2021, Alzheimer’s Disease 

International: London, England. 

4. Nations, U., World Population Ageing 2020 Highlights: Living arrangements 

of older persons. 2020: New York, USA. 

5. Murphy, M.P. and H. LeVine, 3rd, Alzheimer's disease and the amyloid-beta 

peptide. J Alzheimers Dis, 2010. 19(1): p. 311-23. 

6. Dunn, B., P. Stein, and P. Cavazzoni, Approval of Aducanumab for Alzheimer 

Disease—The FDA’s Perspective. JAMA Internal Medicine, 2021. 181. 

7. Plant, C., et al., Automated detection of brain atrophy patterns based on MRI 

for the prediction of Alzheimer's disease. Neuroimage, 2010. 50(1): p. 162-

74. 

8. Aguilar, C., et al., Different multivariate techniques for automated 

classification of MRI data in Alzheimer's disease and mild cognitive 

impairment. Psychiatry Res, 2013. 212(2): p. 89-98. 

9. Nir, T.M., et al., Diffusion weighted imaging-based maximum density path 

analysis and classification of Alzheimer's disease. Neurobiol Aging, 2015. 36 

Suppl 1: p. S132-40. 

10. Altaf, T., et al. Multi-class Alzheimer disease classification using hybrid 

features. in Proceedings of the Future Technologies Conference (FTC). 2017. 

11. Beheshti, I., et al., Structural MRI-based detection of Alzheimer's disease 

using feature ranking and classification error. Comput Methods Programs 

Biomed, 2016. 137: p. 177-193. 

12. Deng, J., et al., Intraprocedural diffusion-weighted PROPELLER MRI to 

guide percutaneous biopsy needle placement within rabbit VX2 liver tumors. 

J Magn Reson Imaging, 2009. 30(2): p. 366-73. 



120 

13. Escudero, J., J.P. Zajicek, and E. Ifeachor. Machine Learning classification of 

MRI features of Alzheimer's disease and mild cognitive impairment subjects 

to reduce the sample size in clinical trials. in 2011 Annual International 

Conference of the IEEE Engineering in Medicine and Biology Society. 2011. 

IEEE. 

14. Simon, B.C., D. Baskar, and V. Jayanthi. Alzheimer’s Disease Classification 

Using Deep Convolutional Neural Network. in 2019 9th International 

Conference on Advances in Computing and Communication (ICACC). 2019. 

IEEE. 

15. Abed, M.T., et al. Alzheimer's Disease Prediction Using Convolutional 

Neural Network Models Leveraging Pre-existing Architecture and Transfer 

Learning. in 2020 Joint 9th International Conference on Informatics, 

Electronics & Vision (ICIEV) and 2020 4th International Conference on 

Imaging, Vision & Pattern Recognition (icIVPR). 2020. IEEE. 

16. Bron, E.E., et al., Cross-cohort generalizability of deep and conventional 

machine learning for MRI-based diagnosis and prediction of Alzheimer's 

disease. Neuroimage Clin, 2021. 31: p. 102712. 

17. Frisoni, G.B., et al., The clinical use of structural MRI in Alzheimer disease. 

Nature Reviews Neurology, 2010. 6(2): p. 67-77. 

18. Graber, M.L., N. Franklin, and R. Gordon, Diagnostic error in internal 

medicine. Archives of internal medicine, 2005. 165(13): p. 1493-1499. 

19. Lee, C.S., et al., Cognitive and system factors contributing to diagnostic 

errors in radiology. AJR Am J Roentgenol, 2013. 201(3): p. 611-7. 

20. Klöppel, S., et al., Automatic classification of MR scans in Alzheimer's 

disease. Brain : a journal of neurology, 2008. 131(Pt 3): p. 681-689. 

21. Basaia, S., et al., Automated classification of Alzheimer's disease and mild 

cognitive impairment using a single MRI and deep neural networks. 

Neuroimage Clin, 2019. 21: p. 101645. 

22. Ebrahimighahnavieh, M.A., S. Luo, and R. Chiong, Deep learning to detect 

Alzheimer's disease from neuroimaging: A systematic literature review. 

Comput Methods Programs Biomed, 2019. 187: p. 105242. 

23. Vieira, S., W.H.L. Pinaya, and A. Mechelli, Using deep learning to 

investigate the neuroimaging correlates of psychiatric and neurological 

disorders: Methods and applications. Neuroscience & Biobehavioral 

Reviews, 2017. 74: p. 58-75. 

24. Ebrahimi, A., S. Luo, and R. Chiong. Introducing Transfer Leaming to 3D 

ResNet-18 for Alzheimer’s Disease Detection on MRI Images. in 2020 35th 

International Conference on Image and Vision Computing New Zealand 

(IVCNZ). 2020. IEEE. 

25. Masoudi, S., et al., Quick guide on radiology image pre-processing for deep 

learning applications in prostate cancer research. Journal of Medical 

Imaging, 2021. 8(1): p. 010901. 

26. Yagis, E., et al., 3D Convolutional Neural Networks for Diagnosis of 

Alzheimer's Disease via Structural MRI, in 2020 IEEE 33rd International 

Symposium on Computer-Based Medical Systems (CBMS). 2020. p. 65-70. 

27. AbdulAzeem, Y., W.M. Bahgat, and M. Badawy, A CNN based framework 

for classification of Alzheimer’s disease. Neural Computing and 

Applications, 2021. 33(16): p. 10415-10428. 

28. Liu, M., et al., Multi-modality cascaded convolutional neural networks for 

Alzheimer’s disease diagnosis. Neuroinformatics, 2018. 16(3): p. 295-308. 



 

121 

29. Liu, S., et al., Multimodal neuroimaging feature learning for multiclass 

diagnosis of Alzheimer's disease. IEEE Trans Biomed Eng, 2015. 62(4): p. 

1132-40. 

30. Nanni, L., et al., Comparison of Transfer Learning and Conventional 

Machine Learning Applied to Structural Brain MRI for the Early Diagnosis 

and Prognosis of Alzheimer's Disease. Front Neurol, 2020. 11: p. 576194. 

31. Tajbakhsh, N., et al., Convolutional Neural Networks for Medical Image 

Analysis: Full Training or Fine Tuning? IEEE Trans Med Imaging, 2016. 

35(5): p. 1299-1312. 

32. Zhang, H., et al., mixup: Beyond empirical risk minimization. arXiv preprint 

arXiv:1710.09412, 2017. 

33. Schlemper, J., et al., Attention gated networks: Learning to leverage salient 

regions in medical images. Med Image Anal, 2019. 53: p. 197-207. 

34. Duthey, B., Background paper 6.11: Alzheimer disease and other dementias. 

A public health approach to innovation, 2013. 6: p. 1-74. 

35. Hippius, H. and G. Neundörfer, The discovery of Alzheimer's disease. 

Dialogues in clinical neuroscience, 2003. 5(1): p. 101-108. 

36. WHO, W.H.O. The top 10 causes of death. 2020  [cited 2022; Available 

from: https://www.who.int/news-room/fact-sheets/detail/the-top-10-causes-

of-death. 

37. PACIFIC, A., Dementia in the Asia Pacific Region: The Epidemic Is Here. 

2006. 

38. Nikmat, A.W., G. Hawthorne, and S.H.A. Al-Mashoor, Dementia in 

Malaysia: Issues and challenges. ASEAN Journal of Psychiatry, 2011. 12(1): 

p. 1-7. 

39. Tsolaki, M., et al., Attitudes and perceptions regarding Alzheimer's disease in 

Greece. American Journal of Alzheimer's Disease & Other Dementias®, 

2009. 24(1): p. 21-26. 

40. Duff, C., Dementia: assessment, management and support for people living 

with dementia and their carers. 2018. 

41. Pink, J., et al., Dementia: assessment, management and support: summary of 

updated NICE guidance. BMJ, 2018. 361: p. k2438. 

42. Folstein, M.F., S.E. Folstein, and P.R. McHugh, “Mini-mental state”: A 

practical method for grading the cognitive state of patients for the clinician. 

Journal of Psychiatric Research, 1975. 12(3): p. 189-198. 

43. Nasreddine, Z.S., et al., The Montreal Cognitive Assessment, MoCA: a brief 

screening tool for mild cognitive impairment. Journal of the American 

Geriatrics Society, 2005. 53(4): p. 695-699. 

44. Vertesi, A., et al., Standardized Mini-Mental State Examination. Use and 

interpretation. Canadian family physician Medecin de famille canadien, 

2001. 47: p. 2018-2023. 

45. Chapman, K.R., et al., Mini Mental State Examination and Logical Memory 

scores for entry into Alzheimer’s disease trials. Alzheimer's Research & 

Therapy, 2016. 8(1): p. 9. 

46. Davis, D.H.J., et al., Montreal Cognitive Assessment for the diagnosis of 

Alzheimer's disease and other dementias. The Cochrane database of 

systematic reviews, 2015. 2015(10): p. CD010775-CD010775. 

47. Shree, S.B. and H. Sheshadri, Diagnosis of Alzheimer’s disease using rule 

based approach. 2016. 

https://www.who.int/news-room/fact-sheets/detail/the-top-10-causes-of-death
https://www.who.int/news-room/fact-sheets/detail/the-top-10-causes-of-death


122 

48. Tombaugh, T.N. and N.J. McIntyre, The mini‐mental state examination: a 

comprehensive review. Journal of the American Geriatrics Society, 1992. 

40(9): p. 922-935. 

49. Henneges, C., et al., Describing the Sequence of Cognitive Decline in 

Alzheimer's Disease Patients: Results from an Observational Study. Journal 

of Alzheimer's disease : JAD, 2016. 52(3): p. 1065-1080. 

50. Hort, J., et al., EFNS guidelines for the diagnosis and management of 

Alzheimer’s disease. European Journal of Neurology, 2010. 17(10): p. 1236-

1248. 

51. van der Flier, W.M. and P. Scheltens, Epidemiology and risk factors of 

dementia. Journal of neurology, neurosurgery, and psychiatry, 2005. 76 

Suppl 5(Suppl 5): p. v2-v7. 

52. Nitrini, R., et al., Diagnosis of Alzheimer's disease in Brazil: diagnostic 

criteria and auxiliary tests. Recommendations of the Scientific Department of 

Cognitive Neurology and Aging of the Brazilian Academy of Neurology. 

Arquivos de neuro-psiquiatria, 2005. 63(3A): p. 713-719. 

53. Knopman, D., et al., Practice parameter: diagnosis of dementia (an evidence-

based review): report of the Quality Standards Subcommittee of the American 

Academy of Neurology. Neurology, 2001. 56(9): p. 1143-1153. 

54. Basheera, S. and M.S. Sai Ram, Convolution neural network-based 

Alzheimer's disease classification using hybrid enhanced independent 

component analysis based segmented gray matter of T2 weighted magnetic 

resonance imaging with clinical valuation. Alzheimers Dement (N Y), 2019. 

5: p. 974-986. 

55. Wenger, E., et al., Comparing manual and automatic segmentation of 

hippocampal volumes: reliability and validity issues in younger and older 

brains. Human brain mapping, 2014. 35(8): p. 4236-4248. 

56. Tangaro, S., et al., Automated voxel-by-voxel tissue classification for 

hippocampal segmentation: methods and validation. Physica Medica, 2014. 

30(8): p. 878-887. 

57. Rathore, S., et al., A review on neuroimaging-based classification studies and 

associated feature extraction methods for Alzheimer's disease and its 

prodromal stages. NeuroImage, 2017. 155: p. 530-548. 

58. Afzal, S., et al., A Data Augmentation-Based Framework to Handle Class 

Imbalance Problem for Alzheimer’s Stage Detection. IEEE Access, 2019. 7: 

p. 115528-115539. 

59. Fulton, L.V., et al., Classification of Alzheimer's Disease with and without 

Imagery using Gradient Boosted Machines and ResNet-50. Brain Sci, 2019. 

9(9). 

60. Cortes, C. and V. Vapnik, Support-vector networks. Machine Learning, 1995. 

20(3): p. 273-297. 

61. Tufail, A.B., et al. Multiclass classification of initial stages of Alzheimer's 

disease using structural MRI phase images. in 2012 IEEE International 

Conference on Control System, Computing and Engineering. 2012. 

62. Sathiyamoorthi, V., et al., A deep convolutional neural network based 

computer aided diagnosis system for the prediction of Alzheimer's disease in 

MRI images. Measurement, 2021. 171. 

63. Wang, Y., et al., High-dimensional pattern regression using machine 

learning: from medical images to continuous clinical variables. Neuroimage, 

2010. 50(4): p. 1519-1535. 



 

123 

64. Zhao, Z.-Q., et al., Object detection with deep learning: A review. IEEE 

transactions on neural networks and learning systems, 2019. 30(11): p. 3212-

3232. 

65. Liu, J., et al., Alzheimer's disease detection using depthwise separable 

convolutional neural networks. Comput Methods Programs Biomed, 2021. 

203: p. 106032. 

66. Amoroso, N., et al., Deep learning reveals Alzheimer's disease onset in MCI 

subjects: Results from an international challenge. Journal of Neuroscience 

Methods, 2018. 302: p. 3-9. 

67. Cui, R., M. Liu, and G. Li. Longitudinal analysis for Alzheimer's disease 

diagnosis using RNN. in 2018 IEEE 15th International Symposium on 

Biomedical Imaging (ISBI 2018). 2018. 

68. Gao, L., et al. Brain disease diagnosis using deep learning features from 

longitudinal MR images. in Asia-Pacific Web (APWeb) and Web-Age 

Information Management (WAIM) Joint International Conference on Web 

and Big Data. 2018. Springer. 

69. LeCun, Y., et al., Gradient-based learning applied to document recognition. 

Proceedings of the IEEE, 1998. 86(11): p. 2278-2324. 

70. Krizhevsky, A., I. Sutskever, and G.E. Hinton, Imagenet classification with 

deep convolutional neural networks. Advances in neural information 

processing systems, 2012. 25: p. 1097-1105. 

71. Szegedy, C., et al. Going deeper with convolutions. in Proceedings of the 

IEEE conference on computer vision and pattern recognition. 2015. 

72. Simonyan, K. and A. Zisserman, Very deep convolutional networks for large-

scale image recognition. arXiv preprint arXiv:1409.1556, 2014. 

73. He, K., et al. Deep residual learning for image recognition. in Proceedings of 

the IEEE conference on computer vision and pattern recognition. 2016. 

74. Huang, G., et al. Densely connected convolutional networks. in Proceedings 

of the IEEE conference on computer vision and pattern recognition. 2017. 

75. Hon, M. and N.M. Khan. Towards Alzheimer's disease classification through 

transfer learning. in 2017 IEEE International conference on bioinformatics 

and biomedicine (BIBM). 2017. IEEE. 

76. Farooq, A., et al. Artificial intelligence based smart diagnosis of alzheimer's 

disease and mild cognitive impairment. in 2017 International Smart cities 

conference (ISC2). 2017. IEEE. 

77. Yue, L., et al. Auto-Detection of Alzheimer's Disease Using Deep 

Convolutional Neural Networks. in 2018 14th International Conference on 

Natural Computation, Fuzzy Systems and Knowledge Discovery (ICNC-

FSKD). 2018. IEEE. 

78. Wang, S.H., et al., Classification of Alzheimer's Disease Based on Eight-

Layer Convolutional Neural Network with Leaky Rectified Linear Unit and 

Max Pooling. J Med Syst, 2018. 42(5): p. 85. 

79. Taqi, A.M., et al., The Impact of Multi-Optimizers and Data Augmentation on 

TensorFlow Convolutional Neural Network Performance, in 2018 IEEE 

Conference on Multimedia Information Processing and Retrieval (MIPR). 

2018. p. 140-145. 

80. Guo, H., et al., AD diagnosis assistant system based on convolutional 

network, in 2021 IEEE 2nd International Conference on Big Data, Artificial 

Intelligence and Internet of Things Engineering (ICBAIE). 2021. p. 693-698. 



124 

81. Jain, R., et al., Convolutional neural network based Alzheimer’s disease 

classification from magnetic resonance brain images. Cognitive Systems 

Research, 2019. 57: p. 147-159. 

82. Kumar, S.S. and M. Nandhini, Entropy Slicing Extraction and Transfer 

Learning Classification for Early Diagnosis of Alzheimer Diseases with 

sMRI. ACM Transactions on Multimedia Computing, Communications, and 

Applications, 2021. 17(2): p. 1-22. 

83. Khan, N.M., N. Abraham, and M. Hon, Transfer Learning With Intelligent 

Training Data Selection for Prediction of Alzheimer’s Disease. IEEE Access, 

2019. 7: p. 72726-72735. 

84. Tufail, A.B., Y.K. Ma, and Q.N. Zhang, Binary Classification of Alzheimer's 

Disease Using sMRI Imaging Modality and Deep Learning. J Digit Imaging, 

2020. 33(5): p. 1073-1090. 

85. Zaabi, M., et al., Alzheimer's disease detection using convolutional neural 

networks and transfer learning based methods, in 2020 17th International 

Multi-Conference on Systems, Signals & Devices (SSD). 2020. p. 939-943. 

86. Qiu, J., et al., The Diagnosis of Alzheimer’s Disease: An Ensemble Approach, 

in Fuzzy Systems and Data Mining VI. 2020. 

87. Ebrahimi, A., et al., Deep sequence modelling for Alzheimer's disease 

detection using MRI. Comput Biol Med, 2021. 134: p. 104537. 

88. Tufail, A.B., Y. Ma, and Q.-N. Zhang. Classification of subjects of Mild 

Cognitive Impairment and Alzheimer’s Disease through Neuroimaging 

modalities and Convolutional Neural Networks. in 2020 8th International 

Conference on Information and Communication Technology (ICoICT). 2020. 

IEEE. 

89. Kompanek, M., M. Tamajka, and W. Benesova. Volumetrie Data 

Augmentation as an Effective Tool in MRI Classification Using 3D 

Convolutional Neural Network. in 2019 International Conference on Systems, 

Signals and Image Processing (IWSSIP). 2019. IEEE. 

90. Goenka, N. and S. Tiwari, Volumetric Convolutional Neural Network for 

Alzheimer Detection, in 2021 5th International Conference on Trends in 

Electronics and Informatics (ICOEI). 2021. p. 1500-1505. 

91. Wang, H., et al., Ensemble of 3D densely connected convolutional network 

for diagnosis of mild cognitive impairment and Alzheimer’s disease. 

Neurocomputing, 2019. 333: p. 145-156. 

92. Khagi, B. and G.-R. Kwon, 3D CNN based Alzheimer’s diseases 

classification using segmented Grey matter extracted from whole-brain MRI. 

JOIV: International Journal on Informatics Visualization, 2021. 5(2): p. 200-

205. 

93. Hedayati, R., M. Khedmati, and M. Taghipour-Gorjikolaie, Deep feature 

extraction method based on ensemble of convolutional auto encoders: 

Application to Alzheimer’s disease diagnosis. Biomedical Signal Processing 

and Control, 2021. 66. 

94. K, S., et al., Alzheimer detection using Group Grey Wolf Optimization based 

features with convolutional classifier. Computers & Electrical Engineering, 

2019. 77: p. 230-243. 

95. De Leon, M., et al., Frequency of hippocampal formation atrophy in normal 

aging and Alzheimer's disease. Neurobiology of aging, 1997. 18(1): p. 1-11. 

96. Ebrahimi-Ghahnavieh, A., S. Luo, and R. Chiong. Transfer learning for 

Alzheimer's disease detection on MRI images. in 2019 IEEE International 



 

125 

Conference on Industry 4.0, Artificial Intelligence, and Communications 

Technology (IAICT). 2019. IEEE. 

97. Cui, R., M. Liu, and I. Alzheimer's Disease Neuroimaging, RNN-based 

longitudinal analysis for diagnosis of Alzheimer's disease. Comput Med 

Imaging Graph, 2019. 73: p. 1-10. 

98. Cv, R. and S.C. Wagaj, MRI Brain Disease Detection using Enhanced 

Landmark based Deep Feature Learning, in 2020 2nd International 

Conference on Advances in Computing, Communication Control and 

Networking (ICACCCN). 2020. p. 277-282. 

99. Chung, J., et al., Empirical evaluation of gated recurrent neural networks on 

sequence modeling. arXiv preprint arXiv:1412.3555, 2014. 

100. Wang, R., et al., Alzheimer’s Disease Classification Based on One 

Dimensional Convolutional Neural Network, in 2020 8th International 

Conference on Digital Home (ICDH). 2020. p. 288-293. 

101. Alinsaif, S., J. Lang, and I. Alzheimer's Disease Neuroimaging, 3D shearlet-

based descriptors combined with deep features for the classification of 

Alzheimer's disease based on MRI data. Comput Biol Med, 2021. 138: p. 

104879. 

102. Jiang, J., et al., Deep learning based mild cognitive impairment diagnosis 

using structure MR images. Neurosci Lett, 2020. 730: p. 134971. 

103. Nawaz, H., et al., A deep feature-based real-time system for Alzheimer 

disease stage detection. Multimedia Tools and Applications, 2020. 

104. Basher, A., et al., Volumetric Feature-Based Alzheimer’s Disease Diagnosis 

From sMRI Data Using a Convolutional Neural Network and a Deep Neural 

Network. IEEE Access, 2021. 9: p. 29870-29882. 

105. Sled, J.G., A.P. Zijdenbos, and A.C. Evans, A nonparametric method for 

automatic correction of intensity nonuniformity in MRI data. IEEE 

transactions on medical imaging, 1998. 17(1): p. 87-97. 

106. Tustison, N.J., et al., N4ITK: improved N3 bias correction. IEEE transactions 

on medical imaging, 2010. 29(6): p. 1310-1320. 

107. Smith, S.M., Fast robust automated brain extraction. Human brain mapping, 

2002. 17(3): p. 143-155. 

108. Penny, W.D., et al., Statistical parametric mapping: the analysis of functional 

brain images. 2011: Elsevier. 

109. Zhang, Y., M. Brady, and S.M. Smith, Segmentation of brain MR images 

through a hidden Markov random field model and the expectation-

maximization algorithm. IEEE Transactions on Medical Imaging, 2001. 20: p. 

45-57. 

110. Ashburner, J., A fast diffeomorphic image registration algorithm. 

Neuroimage, 2007. 38(1): p. 95-113. 

111. Jenkinson, M. and S. Smith, A global optimisation method for robust affine 

registration of brain images. Medical image analysis, 2001. 5(2): p. 143-156. 

112. Jenkinson, M., et al., Improved optimization for the robust and accurate 

linear registration and motion correction of brain images. Neuroimage, 

2002. 17(2): p. 825-841. 

113. Wu, C., et al., Discrimination and conversion prediction of mild cognitive 

impairment using convolutional neural networks. Quant Imaging Med Surg, 

2018. 8(10): p. 992-1003. 

114. Aderghal, K., et al., Classification of Alzheimer Disease on Imaging 

Modalities with Deep CNNs Using Cross-Modal Transfer Learning, in 2018 



126 

IEEE 31st International Symposium on Computer-Based Medical Systems 

(CBMS). 2018. p. 345-350. 

115. Aderghal, K., et al., Improving Alzheimer's stage categorization with 

Convolutional Neural Network using transfer learning and different magnetic 

resonance imaging modalities. Heliyon, 2020. 6(12): p. e05652. 

116. Guo, H., Y. Mao, and R. Zhang, MixUp as Locally Linear Out-Of-Manifold 

Regularization. 2018. 

117. Kruthika, K.R., Rajeswari, and H.D. Maheshappa, CBIR system using 

Capsule Networks and 3D CNN for Alzheimer's disease diagnosis. 

Informatics in Medicine Unlocked, 2019. 14: p. 59-68. 

118. Wang, S.H., et al., ADVIAN: Alzheimer's Disease VGG-Inspired Attention 

Network Based on Convolutional Block Attention Module and Multiple Way 

Data Augmentation. Front Aging Neurosci, 2021. 13: p. 687456. 

119. Zhang, J., et al., A 3D densely connected convolution neural network with 

connection-wise attention mechanism for Alzheimer's disease classification. 

Magn Reson Imaging, 2021. 78: p. 119-126. 

120. Lu, X., H. Wu, and Y. Zeng. Classification of Alzheimer’s disease in 

MobileNet. in Journal of Physics: Conference Series. 2019. IOP Publishing. 

121. Janghel, R.R. and Y.K. Rathore, Deep Convolution Neural Network Based 

System for Early Diagnosis of Alzheimer's Disease. Irbm, 2021. 42(4): p. 

258-267. 

122. Bahdanau, D., K. Cho, and Y. Bengio, Neural machine translation by jointly 

learning to align and translate. arXiv preprint arXiv:1409.0473, 2014. 

123. Xu, K., et al. Show, attend and tell: Neural image caption generation with 

visual attention. in International conference on machine learning. 2015. 

124. Luong, M.-T., H. Pham, and C.D. Manning, Effective approaches to 

attention-based neural machine translation. arXiv preprint 

arXiv:1508.04025, 2015. 

125. Schlemper, J., et al., Attention-gated networks for improving ultrasound scan 

plane detection. arXiv preprint arXiv:1804.05338, 2018. 

126. Pesce, E., et al., Learning to detect chest radiographs containing pulmonary 

lesions using visual attention networks. Medical image analysis, 2019. 53: p. 

26-38. 

127. Sitaula, C. and M.B. Hossain, Attention-based VGG-16 model for COVID-19 

chest X-ray image classification. Applied Intelligence, 2020. 

128. Lin, M., Q. Chen, and S. Yan, Network in network. arXiv preprint 

arXiv:1312.4400, 2013. 

129. Zhou, B., et al. Learning deep features for discriminative localization. in 

Proceedings of the IEEE conference on computer vision and pattern 

recognition. 2016. 

130. Marcus, D.S., et al., Open Access Series of Imaging Studies (OASIS): Cross-

sectional MRI Data in Young, Middle Aged, Nondemented, and Demented 

Older Adults. Journal of Cognitive Neuroscience, 2007. 19(9): p. 1498-1507. 

131. Marcus, D.S., et al., Open Access Series of Imaging Studies: Longitudinal 

MRI Data in Nondemented and Demented Older Adults. Journal of Cognitive 

Neuroscience, 2010. 22(12): p. 2677-2684. 

132. LaMontagne, P.J., et al., OASIS-3: Longitudinal Neuroimaging, Clinical, and 

Cognitive Dataset for Normal Aging and Alzheimer Disease. medRxiv, 2019: 

p. 2019.12.13.19014902. 



 

127 

133. Weiner, M.W., et al., The Alzheimer's disease neuroimaging initiative: 

progress report and future plans. Alzheimer's & Dementia, 2010. 6(3): p. 

202-211. e7. 

134. Weiner, M.W., et al., Impact of the Alzheimer's disease neuroimaging 

initiative, 2004 to 2014. Alzheimer's & Dementia, 2015. 11(7): p. 865-884. 

135. Weiner, M.W., et al., The Alzheimer's Disease Neuroimaging Initiative 3: 

Continued innovation for clinical trial improvement. Alzheimer's & 

Dementia, 2017. 13(5): p. 561-571. 

136. Shen, J. Tools for NIfTI and ANALYZE image 2022  [cited 2022; Available 

from: https://www.mathworks.com/matlabcentral/fileexchange/8797-tools-

for-nifti-and-analyze-image. 

137. Billones, C.D., et al. DemNet: A convolutional neural network for the 

detection of Alzheimer's disease and mild cognitive impairment. in 2016 

IEEE Region 10 Conference (TENCON). 2016. IEEE. 

138. Fong, J.X., et al. Bypassing MRI Pre-processing in Alzheimer's Disease 

Diagnosis using Deep Learning Detection Network. in 2020 16th IEEE 

International Colloquium on Signal Processing & Its Applications (CSPA). 

2020. IEEE. 

139. Hussain, E., et al. Deep Learning Based Binary Classification for Alzheimer’s 

Disease Detection using Brain MRI Images. in 2020 15th IEEE Conference 

on Industrial Electronics and Applications (ICIEA). 2020. IEEE. 

 

  

https://www.mathworks.com/matlabcentral/fileexchange/8797-tools-for-nifti-and-analyze-image
https://www.mathworks.com/matlabcentral/fileexchange/8797-tools-for-nifti-and-analyze-image


128 

 

LIST OF PUBLICATIONS 

a) Abd Hamid, N.A., Shapiai, M.I., Batool, U., Sarban Singh, R.S., Mohammed 

Amin, M.K., Elias, K.A., “Incorporating Attention Mechanism in Enhancing 

Classification of Alzheimer’s Disease”, New Trends in Intelligent Software 

Methodologies, Tools and Techniques. 2021, Vol. 337, page no. 496-509. 

 


