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ABSTRACT 

In the current modern era, storing data information from images or documents 

to a computer drive is in high demand as it can be utilized the information for various 

purposes, especially in the pharmaceutical industry. The current method of storing data 

information about pharmaceutical products is to manually key-in the information 

about the products to the computer system. Therefore, one simple method for storing 

information from documents on a computer system would be to scan the image or 

document and then save it as an image file. However, analysing this information from 

the image can be exceedingly difficult. There is a need for dependable manual labour 

to review the information on pharmaceutical products. For this reason, a method to 

automatically fetch and store the information from the image is required. Object 

Character Recognition (OCR) is a well-known method that can identify and process 

information from pixel-based images to text format. In this thesis, OCR is 

implemented to extract text characters from images for the labelling of pharmaceutical 

products. The challenges that are associated with this task include variances in 

illumination, rotation when acquiring the image, and the different fonts that are shown 

on the pharmaceutical product. Besides, there is too much information for the 

computer system to accurately retrieve from the images. In addition, Named Entity 

Recognition (NER) is implemented to identify the important information from the 

OCR process. The system successfully extracts all the important information for 

several pharmaceutical products and successfully converts them into a sample form. 

The results obtained by OCR show a 92.85% accuracy rate. Meanwhile, the results 

obtained by NER have a 100% accuracy rate for MAL numbers and a 90% accuracy 

rate for product names. Overall, it is hoped that this system may help to optimize the 

work in the pharmaceutical supply chain industry and contribute towards the national 

industry.  
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ABSTRAK 

Dalam era moden sekarang, penyimpanan maklumat data daripada imej atau 

dokumen ke pemacu komputer adalah permintaan yang tinggi kerana ia boleh 

digunakan untuk pelbagai tujuan terutamanya dalam industri farmaseutikal. Kaedah 

semasa menyimpan maklumat data tentang produk farmaseutikal adalah dengan 

memasukkan maklumat produk secara manual ke sistem komputer. Oleh itu, satu 

kaedah mudah untuk menyimpan maklumat daripada dokumen pada sistem komputer 

adalah dengan mengimbas imej atau dokumen. Kemudian, disimpan sebagai fail imej. 

Walau bagaimanapun, menganalisis maklumat ini daripada imej boleh menjadi sukar. 

Terdapat keperluan untuk buruh manual yang boleh dipercayai untuk menyemak 

maklumat mengenai produk farmaseutikal. Oleh kerana itu, kaedah untuk mengambil 

dan menyimpan maklumat daripada imej secara automatik diperlukan. Pengimbas 

Karakter Objek (OCR) ialah kaedah terkenal yang boleh mengenal pasti dan 

memproses maklumat daripada imej berasaskan piksel kepada format teks. Dalam tesis 

ini, OCR dilaksanakan untuk extrak aksara teks daripada imej untuk pelabelan produk 

farmaseutikal. Cabaran yang dikaitkan dengan tugas ini termasuk variasi dalam 

pencahayaan, imej diperoleh apabila putaran berlaku dan perbezaan fon yang 

ditunjukkan pada produk farmaseutikal. Selain itu, terdapat banyak maklumat untuk 

sistem komputer yang diambil dengan tepat daripada imej. Tambahan pula, 

Pengimbasan Entiti Nama (NER) dilaksanakan untuk mengenal pasti maklumat 

penting daripada proses OCR. Sistem ini, berjaya mengekstrak semua maklumat 

penting untuk beberapa produk farmaseutikal dan berjaya ditukarkan ke dalam bentuk 

sampel. Keputusan yang diperoleh daripada OCR menunjukkan kadar ketepatan 

sebanyak 92.85%. Sementara itu, keputusan yang diperolehi oleh NER mempunyai 

kadar ketepatan sebanyak 100% untuk nombor MAL dan kadar ketepatan sebanyak 

90% untuk nama produk. Secara keseluruhan, harappanya sangat besar agar system ini 

dapat membantu mencapai tahap kerja yang optimum dalam industri rantaian bekalan 

farmaseutikal dan menyumbang kepada industri negara.   
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CHAPTER 1  

 

 

INTRODUCTION 

1.1 Background of Study 

Pharmaniaga Logictics Sdn. Bhd. (PLSB) performs a critical role in the 

medicinal supply chain in Malaysia comprising storage, distribution, and delivery of 

medication and health products. The company oversees the annual tender and sampling 

procedure involving thousands of products submitted from suppliers for approval. In 

this process, essential information on each product such as name of medicine, dosage, 

and expiry date are all recorded for documentation. The task is currently performed by 

manual hands, which can be cumbersome, time-consuming, and prone to error. It is 

natural for us to want to build and develop devices which can recognise patterns. 

Machine pattern recognition would be immensely advantageous in a variety of 

applications, including automated optical character recognition, facial features 

recognition, iris identification, voice recognition, DNA biometrics identification, and 

many more. 

The goal of object character recognition research is to develop a computer 

system which is capable of autonomously extracting and analysing text from images. 

There is a significant interest these days for collecting data on a computer storage 

device from available data in documentation or handwritten materials in attempt to re-

use this data using computers. One straightforward method for transferring 

information from paper documents to a computer system would be to scan the pages 

and then save them as image files. However, it would be extremely challenging to 

extract text or other information from these image files for re-use this information. As 

a result, a method for automatically retrieving and storing information, particularly 

text, from image files is required. By all means, this is not a simple task. To accomplish 

successful automation, some main problems must be identified and addressed [1]. The 

font properties of characters in paper documents, as well as image quality, are just a 
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few of the latest issues. Characters may not be recognised correctly by the computer 

system because of these difficulties. As a result, character recognition techniques are 

necessary to carry out Document Image Analysis (DIA), which eliminates such 

obstacles and generates electronic format from paper-converted documents. 

Alternatively, Object Character Recognition (OCR) is a technique of 

converting any type of text or text-containing document, such as handwriting, printed 

text, or scanned pictures, into an editable digital medium for further processing. Object 

character recognition system enables a system to automatically recognise text in such 

documents. In the real world, it is analogous to the union of the human intellect and 

vision. The human eye can identify, evaluate, and extract information from images. 

However, the human brain evaluates the text that the eye can be detects or extracts [2]. 

In fact, OCR technology has yet to improve further to match human capabilities. The 

quality of input documents has a direct impact on the accuracy and performance of 

OCR. The performance of the brain's process is closely related to the quality of the 

information read by eye when it comes to human text recognition. Several obstacles 

and challenges can arise in designing and implementing a computerised OCR system. 

Some numerals and letters vary only slightly enough for systems to accurately 

recognise and identify one from the others. Computers, for example, may find it 

difficult to differentiate between the integer "0" and the character "o," or between "8" 

and "B," especially if such characters are contained in a very dark and noisy 

environment. The main goals of OCR studies have been to recognise cursive characters 

and handwritten text for a variety of applications. There are several types of OCR 

software available today to handle the text recognition problem, including desktop 

OCR, server OCR, web OCR, and so on. 

In addition, to extract important information from the OCR process, in 

applications such as information extraction, question answering, and machine 

translation, Named Entity Recognition (NER) plays a significant role. Named entities, 

also known as NEs, are words or phrases that have been designated with a name or 

assigned a category in relation to a certain subject. They often hold important 

information inside a sentence, which most language processing algorithms use as 

important targets. Different Natural Language Processing (NLP) applications can 
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make effective use of accurate named entity recognition as a helpful source of 

information [3]. However, the challenge of recognising named entities may be broken 

down into two distinct parts which are identifying named entity borders and identifying 

named entity categories. The solutions to these issues are typically found 

simultaneously, however this is not always the case. There are inconsistencies in the 

language, which add to the difficulty of the process. This is similar to the majority of 

the issues that arise while processing language. For example, there is a degree of 

uncertainty regarding the identification of the designated entity “Leading,” since it is 

possible for it to be misunderstood either as a gerund form of a verb or as a proper 

noun. The extensively lexicalized and domain-dependent nature of NER presents the 

majority of its issues. Names constitute a sizable portion of any language and are 

subject to ongoing change across a variety of contexts. 

1.2 Problem Statement 

The Sampling Division of PLSB is responsible for the sampling and 

documentation of over 10,000 pharmaceutical and medical products nationwide. 

Sampling is considered an important aspect of quality control in the pharmaceutical 

and healthcare industry, where manufacturers are obliged by the Ministry of Health to 

comply with a strict set of standards for their products. For example, the dosage for a 

box of medication may not be altered without prior approval from the Ministry. It is 

the mandate of PLSB to monitor all products, ensure their quality, and detect any 

changes through its sampling exercise. This leads to time consuming and needs extra 

manpower to do sampling and documentation of the pharmaceutical and medical 

products by PLSB. 

In addition, since OCR study is a current and essential topic in general pattern 

recognition challenges, and substantial field research is required on a recurring basis 

to stay up with new discoveries. OCR algorithms require high quality or high-

resolution pictures with certain basic structural qualities such as good distinguishing 

text and background for high quality and accuracy character recognition. The method 

used to capture an image is a critical and deciding factor in the reliability and 

performance of OCR, as it frequently has a considerable impact on image quality. OCR 
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utilizing pictures produced by scanners often yields great accuracy and performance. 

Camera photos, on the other hand, are frequently not as good as scanned images for 

OCR because of environmental or camera-related issues. 

In a typical area, we can see a huge number of man-made items, such as 

paintings, buildings, and symbols, in camera-captured images. Text detection in the 

processed image is exceedingly tough due to the comparable structures and features of 

these items to text. To improve decipherability, the text is consistently laid out. The 

challenge with image complexity is that the surrounding environment makes 

differentiating non-text to text very challenging [1]. 

In addition, taking photographs in natural settings frequently results in 

imbalanced lighting and darkness. This is a difficulty for OCR since it can reduce the 

desirable image qualities, resulting in less accurate detection, segmentation, and 

identification outcomes [1]. This quality of uneven illumination separates a captured 

image from one generated by a camera. Because of the lack of such differences in 

lighting and darkness, scanned pictures are chosen over camera photographs due to its 

superior features and quality. Although employing an on-camera flash can solve 

difficulties with uneven lighting, it also creates new challenges. 

1.3 Research Objectives 

In order to achieve the goal, the objectives of this thesis are described below: 

(a) To develop an Object Character Recognition technique that able to extract all 

the text information from the pharmaceutical products. 

(b) To develop a Named Entity Recognition technique that able can identify the 

important information in OCR process. 

(c) To implement the performance of the system in Graphical User Interface 

(GUI). 
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1.4 Scope of Study 

This thesis concentrates on development of object character recognition system 

for automatic labelling of pharmaceutical products. Prior to that, the OCR will focus 

on the extracting the information of pharmaceutical products which come in 10 

different types of pharmaceutical products. In addition, five important information 

need to identify from pharmaceutical products such as reference number, MAL 

number, product name, company name and active ingredient by using NER technique. 

This project collaborates with Pharmaniaga Logistic Sdn. Bhd (PLSB) and provide the 

image of pharmaceutical products and NPRA file as a database. For the purpose of this 

database is to apply in training the model for feature selection and parameter 

estimation by using Python program. 

1.5 Significance of Study 

The thesis presents a significant shift for Pharmaniaga into the Industrial 

Revolution 4.0 and serves as a potent collaboration between the industry, academia, 

and society. As potentially the bulk of the recognition task on product information will 

be executed by machine-based algorithms, Pharmaniaga stands to benefit from faster 

and less labor-intensive product sampling procedures, which in turn may save 

considerable operational costs. 

1.6 Outline of Thesis 

This thesis is divided into five chapters, the first of which is an introduction to 

the thesis. The first chapter describes the study's background, problem statements, 

objectives, scope of study, and significance. This sub-topic will give the reader a basic 

overview of the object character recognition system. In Chapter 2, present the object 

character recognition system literature review in terms of the theoretical background 

for this thesis. Furthermore, Chapter 3 represents the approach of this thesis and gives 

a guideline framework with specific algorithms, methods, or techniques used in the 
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thesis' implementation. This study continues with Chapter 4, which describes the 

topic's results and discussions. Finally, Chapter 5 provides summaries of the 

conclusions in accordance with the objectives of the research, as well as some 

recommendations for further work on the thesis. 
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