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ABSTRACT 

Mouth position and status detection system plays an important role in the auto-

feeding system for paralyzed people. Through identifying the mouth status, whether it 

is open or close, and obtain the location of the open mouth, the system will be able to 

pick the correct timing to feed patients with robotic arms. There are two major 

problems that urge the proposal of this project. First, the existing mouth status 

recognition networks are built and executed on high-end and costly hardware. Second, 

the existing CNN mouth status related detection systems are less accurate, the highest 

accuracy in the researched work is only 86.8% for 3 states mouth status detection. 

Based on the problems, there are two research objectives that are strived to be 

achieved. First, to develop a high-accuracy and light CNN-based model for mouth 

status detection on Python platform. Second, to shorten the inference time of the CNN-

based model by resizing some of the convolution layers. For methodology, the primary 

task is to train a mouth status detection CNN model with high accuracy. The face 

picture datasets fed to the model during CNN model training are diverse, covering 

different human races and shooting angles. YOLOv5 is chosen to be the pre-trained 

network due to its outstanding performance. The YOLOv5 backbone convolution 

layers are resized to shorten the inference time and reduce the model size. The 

developed CNN-based model achieved the targeted performance which is 96.8%, 

successfully improved inference time by 21.90% and model size by 13.20% as 

compared to the original model before enhancement. 
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ABSTRAK 

Sistem pengesanan kedudukan mulut dan status memainkan peranan penting 

dalam sistem penyusuan automatik untuk orang lumpuh. Melalui mengenal pasti status 

mulut, sama ada ia terbuka atau tertutup, dan mendapatkan lokasi mulut terbuka, 

sistem akan dapat memilih masa yang betul untuk memberi makan kepada pesakit 

dengan lengan robot. Terdapat dua masalah besar yang mendesak cadangan projek ini. 

Pertama, rangkaian pengecaman status mulut sedia ada dibina dan dilaksanakan pada 

perkakasan mewah dan mahal. Kedua, sistem pengesanan berkaitan dengan status 

mulut CNN sedia ada adalah kurang tepat, ketepatan tertinggi dalam kerja yang dikaji 

hanyalah 86.8% untuk pengesanan status mulut untuk 3 status. Berdasarkan 

permasalahan tersebut, terdapat dua objektif kajian yang diusahakan untuk dicapai. 

Pertama, untuk membangunkan model berasaskan CNN berketepatan tinggi dan 

ringan untuk pengesanan status mulut pada platform Python. Kedua, untuk 

memendekkan masa inferens model berasaskan CNN dengan mengubah saiz beberapa 

lapisan konvolusi. Untuk metodologi, tugas utama adalah untuk melatih model CNN 

pengesanan status mulut dengan ketepatan yang tinggi. Set data gambar muka yang 

diberikan kepada model semasa latihan model CNN adalah pelbagai, meliputi kaum 

manusia yang berbeza dan sudut penangkapan. YOLOv5 dipilih untuk menjadi 

rangkaian pra-latihan kerana prestasinya yang cemerlang. Lapisan lilitan tulang 

belakang YOLOv5 diubah saiz untuk memendekkan masa inferens dan mengurangkan 

saiz model. Pada akhir penyelidikan ini, model berasaskan CNN yang dibangunkan 

mencapai prestasi yang disasarkan iaitu 96.8%, berjaya meningkatkan masa inferens 

sebanyak 21.90% dan saiz model sebanyak 13.20% berbanding model asal sebelum 

peningkatan. 

 

  



xi 

TABLE OF CONTENTS 

 TITLE PAGE 

 

DECLARATION vi 

DEDICATION vii 

ACKNOWLEDGEMENT viii 

ABSTRACT ix 

ABSTRAK x 

TABLE OF CONTENTS xi 

LIST OF TABLES xiii 

LIST OF FIGURES xiv 

LIST OF ABBREVIATIONS xvi 

LIST OF APPENDICES xvii 

CHAPTER 1 INTRODUCTION 1 

1.1 Background 1 

1.2 Problem Statement 3 

1.3 Research Objectives 4 

1.4 Scope of Work 4 

1.5 Report Organization 4 

CHAPTER 2 LITERATURE REVIEW 6 

2.1 Introduction 6 

2.2 Object Detection 6 

2.2.1 Deep Learning Technique 6 

2.2.1.1 YOLO (You Only Look Once) 9 

2.2.1.2 SSD (Single Shot Detector) 12 

2.2.1.3 Performance comparison between 

YOLO and SSD 13 

2.3 Previous Research Work 15 

2.4 Chapter Summary 19 



xii 

CHAPTER 3 RESEARCH METHODOLOGY 21 

3.1 Introduction 21 

3.2 Image Dataset 23 

3.3 Data Augmentation 25 

3.4 Model Training 25 

3.4.1 Early stopping Function 26 

3.5 Evaluation Parameters 27 

3.6 Proposed Architectural Enhancements 28 

3.7 Chapter Summary 30 

CHAPTER 4 RESULTS 32 

4.1 Introduction 32 

4.2 Input Image Preprocessing 32 

4.3 Transfer Learning for the Backbone Change 33 

4.4 Training 34 

4.5 Testing 36 

4.5.1 Model Performance 37 

4.6 Discussion 47 

4.7 Chapter Summary 48 

CHAPTER 5 CONCLUSION AND RECOMMENDATIONS 49 

5.1 Introduction 49 

5.2 Conclusion 49 

5.3 Contributions 50 

5.4 Future Works 51 

REFERENCES 52 

APPENDIX 58



xiii 

LIST OF TABLES 

TABLE NO. TITLE PAGE 

Table 2.1 Performance comparison based on past research. 13 

Table 2.2 Performance comparison summary [29] 14 

Table 2.3 Summary of Previous Related Work 18 

Table 3.1 Type of Augmentation applied 25 

Table 3.2 Confusion Matrix 27 

Table 3.3 Gantt Chart for Semester one 30 

Table 3.4 Gantt Chart for Semester two 31 

Table 4.1 Overall testing accuracy for the YOLO models 37 

Table 4.2 Recall, precision, F1-score and accuracy for YOLOv5s 42 

Table 4.3 Recall, precision, F1-score and accuracy for developed 

YOLOv5s-based model. 43 

Table 4.4 Recall, precision, F1-score and accuracy for YOLOv5m 43 

Table 4.5 Recall, precision, F1-score and accuracy for YOLOv5l 43 

Table 4.6 Recall, precision, F1-score and accuracy for YOLOv5x 43 

Table 4.7 Inference time for the models 45 

Table 4.8 Size of the trained models’ checkpoint 46 

 

  



xiv 

LIST OF FIGURES 

FIGURE NO. TITLE PAGE 

Figure 2.1 Performance of Deep Learning versus Older Learning 

Algorithms.[17] 7 

Figure 2.2 Architecture of a traditional CNN[19] 7 

Figure 2.3 Neural network examples where (a) before dropout and (b) 

Neural after dropout [21] 9 

Figure 2.4 Block schematic of YOLO-V2 model. [23] 10 

Figure 2.5 YOLOv5 network structure [29] 11 

Figure 2.6 YOLOv3 structure. [32] 12 

Figure 2.7 Structure of SSD [33] 13 

Figure 3.1 Overall Methodology flow chart. 22 

Figure 3.2 Dataset labelling: (a) Close mouth; (b) Open mouth; (c) Open-

close mouth 24 

Figure 3.3 Usage of Training Set, Validation Set, and Test Set 24 

Figure 3.4 Early stopping Function 27 

Figure 3.5 Proposed enhancement on the YOLOv5s default structure 29 

Figure 4.1 Example for the text file for the instances labelled in the image. 

(a) Bounding box based on the label in the text file; (b) Text 

file 33 

Figure 4.2 (a) Before augmentation; (b) After augmentation with shear and 

rotation. 33 

Figure 4.3 (a) Original YOLOv5 and (b) the modified-size backbone 34 

Figure 4.4 Metrics plot for the developed YOLOv5s-based model during 

training process 35 

Figure 4.5 Metrics plot for YOLOv5s model during training process 35 

Figure 4.6 Metrics plot for YOLOv5m model during training process 35 

Figure 4.7 Metrics plot for YOLOv5l model during training process 36 

Figure 4.8 Metrics plot for YOLOv5x model during training process 36 

Figure 4.9 Confusion Matrix for YOLOv5s 38 



xv 

Figure 4.10 Confusion Matrix for developed YOLOv5s-based model 39 

Figure 4.11 Confusion Matrix for YOLOv5m 40 

Figure 4.12 Confusion Matrix for YOLOv5l 41 

Figure 4.13 Confusion Matrix for YOLOv5x 42 

Figure 4.14 Mouth detection on the test set 46 

Figure 4.15 Live mouth detection using webcam 47 

 

  



xvi 

LIST OF ABBREVIATIONS 

ANN - Artificial Neural Network 

AI - artificial intelligent 

CNN - Convolutional Neural network 

FN - False Negative 

FP - False Positive 

MATLAB - Matrix Laboratory 

YOLO - You Only Look Once 

   

  



xvii 

LIST OF APPENDICES 

APPENDIX TITLE PAGE 

Appendix A Python code 58



 

1 

CHAPTER 1  

 

 

INTRODUCTION 

1.1 Background 

Mouth status detection is one of key components in human face detection and 

is crucial for recognizing mouth shapes, reading lips, and authenticating identities. The 

application of mouth status detection is wide in safety and health sector, like driver’s 

fatigue level detection and automated self-feeding machine for persons with physical 

disability.  The self-feeding system with light model size yet accurate CNN mouth 

detection system can be marketized at a more affordable price, thus contributing to 

paralyzed people which are having difficulties in taking meal. 

Paralyzed people can be defined as people who is suffering from losing part of 

body’s muscle function[1]. Based on Department of Statistical Malaysia, in year 2017, 

Malaysia has around 453,258 Person with Disablities (PWD) and around 35.2 percent 

of them are suffering from physical disability which having difficulty in moving 

themselves[2]. Paralysis mainly can be classified into 4 categories which are localized, 

generalized, partial and complete paralysis, each possessing different level severity. 

People suffering with partial paralysis faced muscle weakness, but they still can move 

their affected body part with a small degree of control. There are 4 main types of 

paralysis[3]. Monoplegia affecting only one area, such as one arm or leg. Hemiplegia 

affecting 2 area from the same side of body, like left arm and left leg. Paraplegia which 

affects the lower body, such as paralysis of both legs. Quadriplegia affecting both arms 

and legs, could be also affecting functionality of organs. Paralysis can be caused by 

various kind of reason, for example, spinal cord injury, cerebral palsy, stroke, multiple 

sclerosis and others[4]. Paralysis has bring challenges to the patient like loss of 

voluntary movement, unwanted motions such as spasticity and spasm, loss of feeling 

leading to skin disintegration and loss of awareness, and discomfort[5]. The treatment 
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for paralysis could be therapy and medical treatments, as well as the mobility 

assistance like wheelchair and urine collection devices.  

Restorative treatments, such as body weight assisted treadmill training, have 

recently been studied to repair dormant circuits in the spinal cord. Tendon transfers 

and, in certain circumstances, entire muscle transfers are among the surgical treatments 

to cure paralysis. For some people, these therapy choices can result in a considerable 

functional improvement. However, these options leave considerable gaps in the 

functional restoration requirements. Restoration is almost invariably incomplete, 

leaving the person with significant functional loss and often requiring human help for 

important daily activities[5]. The goal is to provide meaningful solutions that fit into 

the user's daily routine and improve their independence and quality of life. There are 

various kind of adaptive equipment which are used to support the patients’ daily 

activity. Mobility device like wheelchairs, canes and adapted shoes has a vast space of 

enhancement with creativity ideas[6]. Other than that, self-care tools, environmental 

control devices, positioning devices and others also have rooms for improvement to 

cope better with the paralyzed patients’ daily lives. 

One of the most popular adaptive equipment in the market is the adaptive 

feeding device for paralyzed people[7]. For example, Hand cuffs are manual devices 

that are simple to operate and effective for those who have limited hand dexterity. 

Another advantage of these aids is that you may quickly replace your dining utensils 

with a toothbrush or another tiny object. There are also some robotic devices invented 

for patients suffering with Quadriplegics. For example, meal buddy system which is 

using a robotic arm and bowls built on a based, which are linked to each other through 

magnetic connectors. The user has complete control on the feeding pace and bowl 

choice. Deep learning concept appeared firstly during 2006 as a new field of research 

within machine learning[8]. It has been widely implemented in many research fields 

related to pattern recognition. 

Deep learning model performs feature extraction and classification using 

cascaded and multilayer processing units. The learning process of deep learning could 

be supervised or unsupervised. Supervised learning refers to learning process with 
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labelled target classes while unsupervised learning refers to learning process without 

labelled target classes [9]. One of the advantages of deep learning is its ability to 

perform automatic feature extraction instead of classifying handpicked feature based 

on domain-specific knowledge. This helps in performing detection and classification 

on certain patterns effectively [10]. Many deep learning algorithms are task-specific, 

which are trained to carry out the intended function and purpose. If the feature changes, 

the models must be rebuilt from scratch. Transfer learning is a method that resolves 

such tradeoff by using the knowledge learned for old task to seek for solution for 

another new task. Transfer learning technique gives better performance result with 

smaller sample size data due to its pre-trained weights and improved efficiency. Pre-

trained model is defined as a model that was trained with a huge benchmark dataset 

like ImageNet to seek solutions a general issues [11]. The example for pre-trained 

model includes VGG-16, ResNet, AlexNet, EfficientNet, GoogleNet, and others. 

1.2 Problem Statement 

First, the existing mouth status recognition networks are built and executed on 

high-end and costly hardware, for example, the mouth status classification with high-

spec GPU[12] and Lips state identification using Kinect2[13]. The main reason is 

because the existing networks trained for mouth status detection are complex and huge. 

The hardware requirement to adapt such complex network is relatively high, like 

relatively large memory to contain the big CNN model and the high-performance 

processor to obtain inference time which is fast enough for real-time-cam detection. 

Second, the existing CNN mouth status related detection systems proposed 

have only moderate accuracy, which is less than 90% for 3 states mouth classification. 

Although the LSTM(Long-Short Term Memory) network implemented by Pinzon-

Arenas in research in year 2019[12] and research in year 2018[14] have accuracy up 

to 97.9% and 99.3% respectively, but the 3-mouth states recognitions have only 84.8% 

and 86.8%. The driver’s mouth-and-eye-based fatigue detection system proposed by 

Deng Wanghua[15] is also having only 92% accuracy, and it would drop slightly if the 

driver is wearing glasses. The other mouth-centric emotion recognition system using 

CNN proposed by Valentina Franzoni[16] is also having around 79.5% accuracy only. 
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1.3 Research Objectives 

(a) To prepare mouth states datasets with open, close and intermediate open-close 

states for model training. 

(b) To develop a high-accuracy CNN-based model for mouth status detection on 

Python platform. 

(c) To shorten the inference time of the CNN-based model by resizing the 

convolution layers. 

 

1.4 Scope of Work 

(a) The mouth position and status detection system will utilize the face samples 

from public datasets. 

(b) The neural network is trained using public images dataset that contains multi-

racial and multi-angle-shot faces with open, close and intermediate open-close 

mouth. 

(c) YOLOv5 was selected as the CNN model to be used in mouth status detection 

process. 

(d) YOLO architecture was analysed and enhanced to shorten inference time and 

reduce model size. 

 

1.5 Report Organization 

The purpose of this report is to develop a mouth position and status detection 

system using a transfer learning approach. The overall five chapters in the report are 

organized in the following sequences: introduction, literature review, research 

methodology, preliminary results and lastly the conclusion and recommendation. 
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The first chapter introduces and give brief information about the purpose of the 

study. The introduction concludes the overview of the entire topic of study. The 

problem statements, research objectives and the related scopes on each objective are 

all included in this chapter. 

Chapter 2 is a study of journal articles and other materials from other 

researchers, and it falls under the literature review section. The study focuses on 

specific and pertinent subjects, summarises the researcher’s findings and provide 

personal perspectives and comments on the research paper. 

Chapter 3 is focusing on the research methodology. This chapter’s topic 

demonstrates the methodology and framework to implement the technique to meet the 

specified objectives. This chapter also clarifies the basic methods and methodology 

for doing research. 

Chapter 4 presents the preliminary results. The overall experimental and 

simulation results are interpreted and analysed in this chapter. By referring to any 

plotted graph or table, the discussion examines whether the resulting result is valid or 

invalid. Make comparison of any modifications in different parameter and factor as 

they will have varied outcomes.  

Chapter 5 is the summary and conclusion of the entire research paper. It 

summarises the essential elements of the main study topic as well as concluding the 

final obtained result to justify the result is acceptable or not. Any recommendations 

for further research as well as the limitations encountered during the study are explored 
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