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ABSTRACT 
 
 
 
 

Clustering is the process of organizing similar objects into groups, with its 

main objective is to organize a collection of data items into some meaningful groups. 

Generally, clustering is the most suitable approach in dealing with huge amount 

dataset with higher resemblance such as chemical database. The chemical data sets 

contain a huge number of compounds and knowledge of the physiochemical 

properties. The biological activities of these compounds have a large significance in 

the process of designing and discovering new drugs. Many algorithms had been 

applied to cluster chemical data set such as Ward’s algorithm. In this study, Particle 

Swarm Optimization (PSO) based clustering algorithm is exploited to optimize the 

results of other clustering algorithm such as K-means. Two chemical data sets were 

used and downloaded from MDDR (MDL Drug Database Report). The main 

difference between these two data sets is measured in terms of the similarities 

quantify of bioactivities between active compounds. The results are compared with 

Ward’s algorithm in terms of proportion actives percentage in active clusters are. We 

found that PSO algorithm reveals better performance than Ward’s algorithm on 

continuous data format; however for binary data format, Ward’s algorithm 

outperforms arrogantly. 

 
 



 

 

 
 
 
 
 

ABSTRAK 
 

 
 
 

Kluster merupakan suatu proses bagi membolehkan objek yang serupa 

dikumpulkan ke dalam kumpulan yang sama. Tujuan utama kluster adalah untuk 

mencari kumpulan jenis data yang mempunyai makna dan cirri-ciri yang sama. 

Kepelbagaian jenis bahan kimia mengandungi satu jumlah sebatian yang sangat 

besar, pengetahuan physiochemical ciri-ciri dan aktiviti-aktiviti biologi sebatian-

sebatian ini telah satu makna yang besar dalam proses mereka dan penemuan dadah 

baru. Banyak algoritma pernah digunakan ke atas kelompok set data kimia, Ward 

yang seumpama algoritma. Kajian ini dijalankan Particle Swarm Optimization (PSO) 

berpangkalan berkerumun algoritma dan juga memohon PSO untuk 

mengoptimumkan hasil-hasil lain berkerumun algoritma ibarat algoritma K-means. 

Dua set data kimia telah digunakan dan dimuat turun dari MDDR (MDL Drug 

Database Report). Perbezaan utama antara dua data ini set-set adalah langkah 

persamaan-persamaan bioactivities antara sebatian-sebatian aktif. Kajian ini juga 

memohon algoritma sebagai perbandingan Ward. Ukuran prestasi digunakan dalam 

kajian ini adalah peratusan aktif kadar dalam kelompok-kelompok aktif. Pihak kami 

mendapati algoritma PSO itu mempersembahkan lebih baik daripada algoritma Ward 

bentuk data yang berterusan, kecuali algoritma Ward mengalaahkan algoritma 

selainnya untuk mengelompokkan data perduaan. 
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CHAPTER 1 
 
 
 
 

INTRODUCTION 
 

 
 
 
 
1.1 Introduction 
 

Clustering is the unsupervised classification of patterns. It deals with finding 

a structure in a collection of unlabeled data. Clustering is useful in several 

exploratory pattern-analysis, grouping, decision-making, and machine-learning 

situations, including data mining, document retrieval, image segmentation, and 

pattern classification. The clustering of chemical compounds is a widely used 

technique in the field of chemo informatics for the selection of compounds for 

screening, the analysis of substructure searching, and the prediction of molecular 

properties and biological activities from structural information. 

 

The Particle Swarm Optimization (PSO) is a population-based optimization 

method, was introduced by Eberhart and Kennedy [Eberhart and Kennedy, 1995]. It 

was originally developed for optimization in a continuous space. It has been used to 

solve a range of optimization problems, including neural network training and 

function minimization. Recently, it was successful adapted to optimization in binary 

spaces, presenting good performance also when applied to discontinuous objective 

functions and used in the optimization of many nonlinear functions and in artificial 

neural networks training. Engelbrecht and Merwe also explored the applicability of 

PSO to cluster data vector, by modifying its basic algorithm [Engelbrecht and 

Merwe, 2003]. 
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Chemical database is designed to store chemical information, such as 

structure diagrams. Traditional chemical structure diagrams have been used to 

support various tasks in chemical research and development.  Large chemical 

databases are expected to handle the storage and searching of information on 

millions of molecules taking terabytes of physical memory. An important feature in a 

chemical database system is the ability to quantify the degree of structural similarity 

between pairs, or larger groups, of molecules.  

 
 
 
 
1.2 Problem Background 
 

The development process of new drugs is a lengthy and costly procedure. The 

historical method of drug discovery is by trial-and-error testing of chemical 

substances on animals, and matching the apparent effects to treatments. The new 

method of drug design begins with knowledge of specific chemical responses in the 

body or target organism, and tailoring combinations of these to fit a treatment profile.  

 

The process needs clustering process in order to choose compounds from 

each cluster representative of the structural content of the original compound 

database, classify substitute properties that are present in a dataset and summarize the 

classes of compounds that exist in a given dataset. The clustering process also can be 

used to view range of structural classes that contains a user-defined sub-structure, 

Analyze structure-activity relationship, and also predict unknown properties of 

compounds from other compounds in the same cluster. 

 

There are challenges caused by large chemical space describing potential new 

drugs without side-effects, to find drug-like compounds from a database of thousands 

and millions of compounds. According to the similar property principle, structurally 

similar molecules will exhibit similar physiochemical and biological properties 

[Fink, November 1996]. 

 

Recently, several chemical databases that contain thousands or millions of 

chemical compound data have been developed. Based on that database, several 

grouping or clustering techniques developed to accelerate drug design processes.  
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The thousands or millions of chemical compound grouped based on their attributes 

also called descriptors. However, clustering is a difficult problem combinatorially 

[Jain, 1999]. 

 

 

 

 

1.3 Problem Statement 
 

Based on the background given in previous section, looking for new 

technique of clustering of chemical compound data is very importance. The 

compound chemical data need to be clustered (grouped) into many cluster because 

some need especially in food and drug design. There are many methods and 

techniques which we are going to use could help us in best way to do that job. This 

study tries to applying Particle Swarm Optimization (PSO) to cluster chemical 

compound data. This study also observes about the performance PSO algorithm to 

clustering continuous and binary data. The study expect that PSO algorithm perform 

better than other algorithm because synergizing more than process into best result, 

also PSO had been known as good algorithm in term to search optimal solution 

through the search space. 

 
 
 
 
1.4 Objectives  
 

The objectives of this study are: 

• To cluster chemical compound data using Particle Swarm Optimization (PSO) 

for both continuous and binary representation of chemical data. 

• To utilize PSO in optimizing the clustering results produced by other clustering 

algorithm on chemical data. 

• To analyze performance of PSO algorithm by comparing with Ward’s algorithm 

in clustering different representation chemical compound data; continuous and 

binary. 
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