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A B S T R A C T   

Shelf life and temperature are two things that affect the freshness of meat. Generally, people identify the 
freshness of meat by looking at the texture, color, and even aroma of meat. These methods have less effective 
approaches to identify the freshness of meat. The limitations of the human sense of smell have led to the 
development of gas sensor array system technology. Research has been done on odor cluster analysis using gas 
sensor array with variations in shelf life and temperature in classifying the smell of chicken meat. The study used 
a sample of 20 g of chicken meat in a 150 ml bottle which was sensed using a gas sensor array system at a certain 
storage period and temperature. The shelf life used is a shelf life of 0 h, 6 h, 12 h, 18 h, and 24 h as well as 
variations in temperature 4 ◦C, 30 ◦C, 35 ◦C, 40 ◦C, 45 ◦C, 50 ◦C. The analysis is carried out using machine 
learning in the form of principal component analysis and deep neural network. In this study using the principal 
component analysis and deep neural network method, it can be seen that the gas sensor array is able to classify 
well. Meanwhile, the results of deep neural network model can be classified as fresh and unfresh chicken meat 
with a testing accuracy of 98.70%. The result showed that gas sensor array could classify chicken meat with high 
accuracy and the proposed method provides a significant improvement.   

1. Introduction 

Chicken meat, which is a part of poultry meat, is a good source of 
protein because of its low calorific value so it can be used to maintain 
body weight, people who are just in the healing stage, and people who 
are no longer actively working [1]. The relatively affordable price [2] as 
well as the ease of processing and digesting it into food make chicken 
meat a processed animal protein product for the majority of Indonesian 
people’s consumption. Chicken that is specially developed as a source of 
meat is broiler chicken. 

The process of rotting chicken meat is caused by several factors, 
including contaminants bacteria and enzymes. Bacteria can contaminate 
chicken meat during the process of cutting and washing that is not clean 
[3]. Enzymes found in fresh chicken meat are able to break down and 
break down several nutritional components (protein, fat) that cause 

meat spoilage [4]. In order to avoid spoilage, chicken carcasses need to 
be stored. The National Standardization Agency (BSN) stipulates that 
the storage of chicken meat carcasses can be carried out in fresh, chilled, 
and frozen forms (SNI 3924:2009). In addition, storage can also be done 
by varying the temperature, either through cooling or heating. The 
cooling process is able to inhibit enzyme activity and microbial growth 
so that spoilage can be avoided, while the heating process at high 
temperature chicken meat is able to sterilize food from microbial 
contamination. Purba’s research [5] shows that heating during chicken 
meat processing can release volatile components in the form of different 
gases at each temperature. The high fat content causes chicken meat to 
tend lipid oxidation during the processing process. Lipid oxidation in 
meat occurs when meat spoilage resulting in an unpleasant odor [6]. 
Lipids together with proteins and carbohydrates play an unavoidable 
role in thermal interactions during food processing, especially with the 
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heating responsible for the appearance of volatile components [7]. 
The conventional method that are frequently used for meat damage 

and spoilage testing is the Eber test [8]. Eber test gives a qualitative 
result in the form of gas output on the tube wall, where the amino acid 
chain will be broken by strong HCl acid so that NH4Cl (gas) will be 
formed. The Eber test is less efficient because it is not real time and 
requires additional HCl to break down amino acids. To overcome this 
problem, it is necessary to develop other instruments and methods 
should be used to generate faster data analysis, then it leads the re-
searchers to develop a gas sensor array technology or electronic nose (E- 
nose) system. The use of gas sensor array has been used in the health as a 
means early detection of bacteria infection [9,10] and food industry as a 
means of monitoring food processing, bacteria contaminant [8], deter-
mining food shelf life, evaluating spoilage, and food quality control 
[11]. Publications related to the use of gas sensor array have received a 
positive response and are considered capable of being a renewal in 
determining the quality of food ingredients [12]. However, there have 
not been many further studies related to the effect of temperature var-
iations on the odor emitted by chicken meat using a gas sensor array. 
Whereas in addition to the shelf life factor, temperature variations are 
also a factor that affects the smell of chicken meat [13]. 

Research by [14] proves that the gas sensor array is able to detect the 
NH4 compound which is an indicator when chicken meat undergoes 
decay. These compounds can be detected by a sensor array system that is 
lined up like a human olfactory nerve structure, so that it is able to 
produce different voltage patterns sensing for an odor or gas. Plotting 
the results of research by [15] with the method of principal component 
analysis also shows the ability of gas sensor array in classifying shelf life 
and temperature. Principal component analysis as a statistical method 
known as multivariate analysis is used because it can reduce the amount 
of measurement data information into one entity data that is easy to 
understand but still retains other data information. A study conducted 
by [16] proved that a low-cost gas sensor array system with the principal 
component analysis method was able to distinguish samples of patho-
genic fungi Pythium intermedium and Phytophthora plurivora with an 
accuracy of 94%. 

Generally, people identify the freshness of meat by looking at the 
texture, color, and even aroma of meat. These methods have less 
effective approaches to identify the freshness of meat. Based on previous 
research related to the application of electronic nose for quality detec-
tion of meat products [8,17], this study aims to classify the smell of 
chicken meat based on variations in temperature and shelf life using a 
gas sensor array system. The gas sensor array instrument used in this 
study has 4 MQ sensor consisting of sensors MQ7, MQ8, MQ135, MQ136 
and using the principal component analysis and deep neural network to 
classify fresh and unfresh meat. 

2. Material and methods 

2.1. Chicken meat preparations 

20 g of chicken meat purchased from the traditional market is 

mashed and then placed in a beaker glass. There are 6 temperature 
variations of 4 ◦C, 30 ◦C, 35 ◦C, 40 ◦C, 45 ◦C, and 50 ◦C. Each temper-
ature variation was observed using an E-nose with an interval of 6 h. So, 
there are total 30 samples of chicken meat in this experiment. 

2.2. Gas sensor array (E-nose) 

In this study, E-nose system contains of 4 sensors, MQ7, MQ8, 
MQ135, and MQ136. MQ7 can detect CO, H2, LPG, CH4, Alcohol, water 
with detection range 20–2000 ppm. MQ8 can detect H2, LPG, CH4, CO, 
Alcohol, water with a detection range of 60–1500 ppm. MQ135 can 
detect NH3, water, alcohol, NH4, toluene, acetone with detection range 
10–300 ppm and benzene:10–1000 ppm. MQ136 can detect water, CO, 

Fig. 1. Schematic diagram of experimental setup.  

Table 1 
Point of sensory test.  

Odor Appearance Texture Value 

Intensity Odor Odor 
Fresh Meat 

Intensity Color 
Carcass Cut 

Elasticity  

Odor very fresh, 
species specific 

Color bright pink 
Texture is very strong, 

very elastic 9 

Fresh, species 
specific 

Colorpink 
Pale 

Strong texture, elastic 8 

Neutral Color ivory, brilliant Texture is strong, 
slightlyelastic 

7 

Ammonia odor is 
starting to smell 

Color ivory, dimming Texture is loose, less 
elastic 

5 

Strong ammonia 
odor, sour odor 

Color light beige Texture loose 3 

Foul odor, clear Color brown, dull Texture very loose 1 
Odor Intensity 

Blood/Iron 
Appearance Flesh 
Fiber 

Juicyness Odourless  

Smells very fresh fiber is not very visible Squeeze does not 
come out water, clear 

9 

Fresh smell fiber is not 
clearlyclearly 

pressed Notpressed 
water comes out 

8 

Neutral Fiber looks faint Pressed slightly water 
comes out 

7 

Smell of blood starts 
to smell 

Fiber starts to fade 
erlihat, white 

Pressured water out of 5 

blood smell a strong, 
rancid odor 

fibers visible, white Pressed very out of 
water 

3 

The smell of carrion, 
obviously 

Fiber is very visible, 
very white 

out of water 1 

Intensity There was 
the smell of 
cooked 

Surface Pieces of 
Meat 

firmness  

smell of raw meat, 
specific, clear 

Very dry Solid, very compact 9 

The smell was a bit 
raw 

dried Solid, compact 8 

Neutral humid Dense, slightly 
compact 

7 

Odor slightly savory A little wet solid, less compact 5 
smell savory 

powerful 
wet, slimy Flabby 3 

The smell was strong, 
like cooked 

wet, very slimy Very soft 1  
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NH4 and H2S with a detection range of 10–300 ppm and more for NH4. 
Sensor conducted with Arduino Mega and data acquisition using Jupyter 
Notebook from Anaconda. The set-up of this study can be seen in Fig. 1. 

E-nose response output when viewed directly is difficult to distin-
guish between one sample and another. E-nose uses an array of gas 
sensors that are non-selective, and cross-sensitive, so to represent the 
results for easy analysis, multivariable pattern recognition methods such 
as principal component analysis are needed [18]. 

2.3. Sensory test 

Sensory test is a test method using the human senses as the main tool 
for measuring product acceptance. Organoleptic testing has an impor-
tant role in the application of quality [19]. Organoleptic testing can give 
an indication of spoilage, deterioration and other defects of the product. 
This test was conducted by 10 panelists consisting of 9 students from the 
Faculty of Veterinary Medicine, Universitas Airlangga and 1 lecturer 
from the Department of Veterinary Public Health, Faculty of Veterinary 
Medicine, Universitas Airlangga who are experts in the field of testing 
samples with sensory senses. Sensory test on chicken meat refers to 
Indonesian National Standard (SNI) as the testing standard. Fresh 
chicken meat has an average sensory test value of >7. There are 3 main 
parts that are discussed in sensory test, the appearance of the meat, the 
texture of the meat, and the smell of the meat. The overall table and 
sensory test scores for the panelists can be seen in Table 1. 

3. Theory 

3.1. Principal component analysis (PCA) 

PCA is a mathematical tool that aims to represent the variation 
present in the dataset (i.e., responses used to characterize the samples) 
using a small number of factors [20]. Two- dimensional or three- 
dimensional projection of samples which having the axes (principal 
components, PC) as the factors usually constructed for visual analysis. 
Each PC is a linear combination of the original responses (that retain 
some correlation among) and PCs are orthogonal to each other. PCs 
iteratively calculated hold as much variation from original data set as 
possible, in a way that PC1 explains more the data variation than PC2, 
and PC2 explain more data variation than PC3 and so on [21]. There are 
several basic concepts in the PCA method:  

• Standard Deviation: Standard deviation of a data set is a measure of 
how spread out the data values of the data are. For example, if we 
have two data sets [2 9 15 35] and [0 2 3 5], respectively, then the 
standard deviation of the first set will be greater than the second. 
This is indicated by the formulation of the standard deviation. The 
standard deviation value indicates that the values of the data in the 
set are spread far from the average value of the set. While the value of 
a small standard deviation indicates that the value of the data that is 
in a set gather around the average value of these collections [22]. S is 
the standard deviation value, X is a set of data, and X is the average 
value of X. The formulation of the standard deviation is shown 
below: 

s =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(

X − X)
2

n − 1

√
√
√
√
√

(1)    

• Variance: Variance is another way to measure the spread of the data 
in the set. In fact, the variance is the square of the standard deviation. 
Formula of variance shown below: 

s2 =

∑n

i=1

(

X − X)
2

(n − 1)
(2)   

• Covariance: Covariance is a measurement of how strong the rela-
tionship between two variables is. If both variables are at the ex-
pected values, then the covariance between these two variables will 
be positive. Otherwise, if one of the variables is above the expected 
value and the other variable is below the expected value, then the 
covariance between these two variables will be negative. Two vari-
ables are said to be independent if there is no relationship between 
the two variables. Covariance is always measured between two di-
mensions. If we have a three-dimensional data set (x, y, z), then we 
can calculate the covariance between the x and y dimensions, be-
tween the x and z dimensions, and between the dimensions y and z. 
Performing a calculation of the covariance between x and x, y and y, 
and z and z will return the variance of x, y, and z respectively. The 
general sample covariance equation is given by: 

Cov (X,Y) =
1
n

∑n

i=1
(X − X)(Y − Y) (3)    

• Eigenvectors and Eigenvalues: If A is a square matrix with dimension 
(m x n) in Cn space, and x and b are vectors with dimension (n x 1), 
and there is a linear equation Ax = b then the transformation is 
carried out by matrix A on vector x to a new vector b. The eigen-
vector of the matrix A is a non-zero vector called v in the space Cn 
which is defined in the equation as shown below: 

Av = λv (4) 

The eigenvalue (λ) is a scalar commonly referred to as the eigen-
values of matrix A. Transformation very influenced by the magnitude of 
the eigenvalues owned by the eigenvectors. Therefore, reducing di-
mensions by removing eigenvectors with eigenvalues very small, will 
still retain important data information. The eigenvectors with the largest 
eigenvalues are called principal components (PC) [23]. The percentage 
of PC value can be calculated by equation as shown below: 

PC (100%) =
Eigenvalues

Variance Covariance
× 100 (5)  

3.2. Deep neural network (DNN) 

The concept of traditional artificial neural network (ANN) using 
models a fully connected layer which is a layer in which all activation 
neurons of the previous layer are connected with the neurons of the next 
layer [23,24]. Each connection has different weight and the weight is 
increased by bias in the next layer connection. The calculation of the 
weight and bias are 5 × 5 weight + 5 bias, 5 × 5 weight + 5 bias, and 5 × 1 
weight + 1 bias. The total of 66 parameters will be regenerated to obtain 
the best result on the training process. Each layer has neuron and the 
activation function from the hidden layer and output layer will deter-
mine whether the neuron must be active or not. Some of the activation 
function that widely used are Sigmoid, Tanh, ReLu, and Softmax. The 
mathematical expression of Sigmoid function is as follows: 

f (y)
f (x)

=
1

1 + e− x x
(

1 −
1

1 + e− z

)

(6) 

Where x is the weight dot bias. Sigmoid has ranged between 0 until 1 
and Tanh − 1 until 1 as shown: 

f (x) =
ex − e− x

ex + e− x (7) 

Sigmoid and Tanh has many weakness that is perfected by ReLu. 
ReLu performed threshold from 0 until infinity as shown: 
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f (y)
f (x)

=

[
1 x > 0
0 x ≤ 0

]

(8) 

Another activation function is Softmax as shown: 

σ(z)j =
ez

j
∑K

k=1ez
j

(9) 

Where σ is the probability of class member j as the input, z is the 
linear equation of the activation function, and K is the class predicted 
with j as part of that class. The linear equation of the activation function 
can be expressed as follows: 

softmax = normalize(exp(wx+ b) ) (10) 

DNN have many differences with the traditional ANN. the more 
complexity on the feature, the more cost and time on the ANN. DNN has 
dropout, an algorithm to decide how many neurons are utilized, which is 
not present in ANN [25]. Moreover, in DNN, there is a parameter called 
loss function, which is a function to show the loss value of each possi-
bility that will be generated by the DNN model. Thus, the loss function 
estimates the quality of each given weight, bias, and parameter. This 

function is executed when the learning model yields a high loss value. 
Thus, by utilizing this function errors are minimized. Loss function will 
compare the prediction of the output and the target with the formula 
that can be expressed as follows: 

Loss Function = (Target − Prediction)2 (11) 

DNN model ran some tests to compare the results of the available 
parameters. Some combination of Mother wavelet and decomposition 
level was made to find the best parameter. Highest accuracy indicated 
the best parameter, where the accuracy can be calculated by: 

Acci =
cci

Ni
× 100% (12) 

Where Acci is the accuracy of the classifier, cci is the number of 
correctly classified sample, and Ni is the number of sample on i testing 
data. The average of Acci was calculated to get the final accuracy of the 
classifier. 

Fig. 2. (a) The result of MQ 7. (b) The result of MQ 8, (c) The result of MQ 135. And (d) The result of MQ 136.  
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4. Results and discussion 

The E-nose sensor signal will experience a large change in amplitude 
when there is a sample with a strong aroma and a high concentration of 
compounds, compared to samples and compounds with a less pungent 
aroma concentrations and low of these compounds. E-nose system 
response test was conducted in order to know the value of the sensor 
during the sample testing time. The data generated each time the sample 
measurement shows 3 time structures, namely the stages of heating (pre- 
heating and baseline), smelling the sample (sensing), and cleaning 
(purging) [8]. The stage pre-heating of the sensor can also be called 
sample preparation before taking data. Sensor was left in the free air in 
the room for a certain time until a stable signal output response is ob-
tained. This stability indicates that the sensor is ready for use and is in a 
ground state. 

Sensing or smelling sensors on chicken meat samples was carried out 
during the storage period of 0 h (fresh), 6 h, 12 h, 18 h, and 24 h. Each 
variation of the shelf life has a temperature variation of 4 ◦C, 30 ◦C, 
35 ◦C, 40 ◦C, 45 ◦C, 50 ◦C. The sensing time used is 120 s. This is done so 
that all the air contained in the 150 ml UC bottle can be sucked out 
entirely by the gas sensor array system. If the sensing time is set too long, 
the air density will mix so that the measurement is not optimal. The 
results of the gas sensor array response system at the sensing stage are 
then analyzed on a graph. The data still contains data where each signal 
increases and decreases. The stable value obtained is around 1500 data 
representing the characteristics of each sample during the time sensing, 
so that the data is cut to be used as a dataset. Purging or cleaning the 
chamber where the gases collect is the most important thing in a series of 
measurements with a gas sensor array system. The purging time is at 
least twice as much as the sensing time. 

4.1. Gas sensor array responses to the sample 

Response of each four MQ sensor in the E-nose system can be mapped 
for different patterns. The results of the E-nose system response based on 
temperature variations and shelf life can be seen in Fig. 2. 

The sensors are also able to identify that the odor at 4 ◦C is always the 
same value because it is stored in the refrigerator. Ammonia (NH3 or 
NH4) is a gas that comes out due to the breakdown of protein in chicken 
meat when it will experience a decrease in freshness over time and 
heating. From the graph results, it can be seen that the production of 
NH3 increases with increasing shelf life and temperature. This is because 

the rot in chicken meat produces nitrogen compounds that are released 
when the protein network is damaged. Nitrogen has several forms, 
namely ammonia (NH3), nitrite, nitrate, ammonium, amine, and 
diatomic nitrogen [26]. Organic N comes from tissues of dead organ-
isms, dirt/waste and feed residues which are transformed into ammonia 
through a decomposition/mineralization process by bacteria [4]. 
Ammonia comes from the direct release of the diffusion mechanism from 
organisms to the water. Then the urea is extracted and mineralized, and 
other organic materials such as feed residues, feces and the decompo-
sition of colony bodies. 

The addition of temperature also triggers the stretching of protein 
bonds in chicken meat. The bond is always stretched until finally at a hot 
temperature (above 150 ◦C) the protein will be denatured so that the 
protein is damaged [27]. Concentration of NH3 The highest obtained on 
the shelf life of 24 h for each sensor. From each of the shelf life of 24 h, 
the samples were heated at temperatures of 50 ◦C has a concentration of 
NH3 the highest compared with other temperature. At the cooling 
temperature, the chicken meat sample at 4 ◦C had value of NH3 con-
centration stable at all times. This is because the meat is stored at cold 
temperatures, its protein metabolism is inhibited so that it does not 
experience decay or breakdown. Chicken meat stored at cold tempera-
tures is also able to maintain the structure of the meat, color, and smell 
so that the chicken carcass is still fresh and edible. Further analysis 
regarding this is described in sensory assays. 

4.2. The result of sensory test 

Test on chicken meat refers to SNI as the testing standard. Fresh 
chicken meat has an average organoleptic value of >7. There are 3 main 
parts that are discussed in organoleptic, namely the appearance of the 
meat, the texture of the meat, and the smell of the meat. There are three 
observation points in each section, the overall average of which can be 
seen in the Fig. 3. 

As a result, meat at cooling temperature has the highest and most 
stable organoleptic value, so that its freshness quality can be main-
tained. In chicken meat that is at room temperature, its freshness is only 
in the range of 0 h and 6 h of shelf life. Even at the 6-h shelf life, meat 
heated at a temperature of 35–50 ◦C emits a strong odor, and the 
appearance of a lot of fiber so that the organoleptic value is reduced. 
During the storage period of 12–24 h, the whole meat had an organo-
leptic value of <7 so it was classified as not fresh, except for chicken 
which was stored at a cold temperature of 4 ◦C. 
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Fig. 3. The graph of sensory test.  
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All points in the organoleptic test of this study have been visualized 
and captured in the form of photographs. The color and appearance of 
fresh chicken meat is seen from its brilliant carcass. When the meat 
begins to lose its freshness, the meat carcass begins to become dull, and 
smells like blood or iron. This odor is sometimes followed by bruising on 
the appearance of the meat caused by the rigor mortis process, which is 
the stage where processed meat products still have the quality and 
quality as when they were alive, but their body condition gradually 
becomes stiff [16]. 

The results of scoring on sensory test can be used as a reference to 
classify the smell of freshness of chicken meat based on shelf life and 
temperature [28]. The results of freshness based on sensory test for each 
shelf life and temperature can be seen in Table 2. 

4.3. PCA clustering result 

One problem of what often happens in machine learning is the “curse 
of dimensionality problem” where the machine has difficulty in 
handling a number of data inputs with very high dimensions. One of the 
most common ways to handle this process is to reduce the dimensions of 
the input data while preserving the information contained therein. One 
of the most frequently used methods is PCA, because PCA can reduce 

Table 2 
Label from sensory test.  

Storage Time 
(Hour) 

Temperature 

4 ◦C 30 ◦C 35 ◦C 40 ◦C 45 ◦C 50 ◦C 

0 Fresh Fresh Fresh Fresh Fresh Fresh 
6 Fresh Fresh Unfresh Unfresh Unfresh Unfresh 
12 Fresh Unfresh Unfresh Unfresh Unfresh Unfresh 
18 Fresh Unfresh Unfresh Unfresh Unfresh Unfresh 
24 Fresh Unfresh Unfresh Unfresh Unfresh Unfresh  

Table 3 
Percentages of variance in PCA  

Component % Variance % Cumulative 

PC1 0.75 0.75 
PC2 0.18 0.93 
PC3 0.068 0.998 
PC4 0.002 1000  

Fig. 4. Data visualization of PCA for fresh and unfresh chicken meat. Each color describe the cluster of two categories can be separated.  
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Fig. 5. PC1 and PC3 result based on variations in shelf life.  

Fig. 6. PC1-PC4 Result based on Temperature Variations.  
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dimensions to a minimum while maintaining the information contained 
in it. The use of PCA is used to classify samples based on variations in 
shelf life and temperature. The PCA method is done by looking for a 
covariance matrix to determine the correlation in each variable. The 
covariance matrix is then used to find the eigenvalue of each variable. 
Eigenvalue describes data information that is formed at the new co-
ordinates (principal component) that is formed. The results of the 
calculation of each principal component (PC) value can be seen in 
Table 3 and the data visualization of PCA can be seen in Fig. 4. 

Based on variations in shelf life, data can be visualized for each in-
dividual PC. PC 1 is used as the main component, followed by other 
components. The visualization results are selected based on the most 
discrete PC values. For PC1-PC2 and PC1-PC4 there are overlapping 
clusters and it is difficult to separate. So that the data visualization to 
classify odors based on shelf life, the results from PC1-PC 3 are used as 
shown in Fig. 5 

From Fig. 5 can be classified the shelf life of the PC1 and PC 3 values, 
with a cumulative percentage of 95%. The classification results are: 

If 0 > PC 1 > − 3 and 0.2 > PC3 > − 0.2 then, 0 h 
If 0 > PC 1 > − 3 and 0.6 > PC3 > 0.2 then, 6 h 
If 1 > PC 1 > − 3 and − 1.2 > PC3 > -1.6 then, 12 h 
If 4 > PC 1 > − 2 and 2 > PC3 > 1.6 then, 18 h 
If 5 > PC 1 > − 2 and − 0.6 > PC3 > -1 then, 24 h 
Based on temperature variations, data can be visualized for each PC. 

PC 1 is used as the main component, followed by other components. The 
visualization results are selected based on the most discrete PC values. 
For PC1-PC2 and PC1-PC3 there are overlapping clusters and it is 
difficult to separate. So that the data visualization to classify odors based 
on temperature, the results from PC1-PC4 are used as shown in Fig. 6. 

From Fig. 6, the temperature can be classified from the values of PC1 
and PC4, with a cumulative percentage of 94.8%. The classification 
results are: 

If − 2 > PC 1 > − 4 and 0.2 > PC4 > -0.2 then, 4 ◦C. 
If 2 > PC 1 > − 3 and − 0.6 > PC4 > -1 then, 30 ◦C. 
If 4 > PC 1 > − 2 and 2.2 > PC4 > 1.8 then, 35 ◦C. 
If 4 > PC 1 > − 2 and − 1.2 > PC4 > -1.6 then, 40 ◦C. 
If 5 > PC 1 > − 1 and 0.8 > PC4 > 0.4 then, 45 ◦C. 
If 5 > PC 1 > − 1 dan − 0.4 > PC4 > -0.6 then, 50 ◦C. 

4.4. Classification with DNN 

After getting the PCA features, the data was divided into sections 
with 80% and 20% ratio. The 80% data was used as a training and 20% 
data was used for testing. After splitting the data, the next step was 
building the DNN model. In this work, sequential model was utilized 
with 2 hidden layers including input and output layer. The input 
dimension was set to four because we had four features. The hidden 
layers use ReLu activation function to reduce vanish gradient. In output 
layer the sigmoid activation function was used because we have only 
two classes. The model summary is shown in Table 4. 

While compiling the model, the optimizer was set to “adam” and 
“binary cross-entropy” was set to find the loss. To evaluate the model, 
the performance metrics was calculated. The performance metrics was 

consisting of training & testing accuracy, precision, recall, f1-score and 
confusion matrix. All the parameters were calculated using testing 
dataset. Precision, recall and f1-score give better understanding of 
model if the data of both class is same. 

Training and testing accuracy were evaluated to verify if the model 
works correctly. Training and testing accuracy are shown in Table 5. The 
results show that the training data has an accuracy of 98.85% and an 
error of 0.015. The test data has an accuracy of 98.70% and an error of 
0.013. 

Confusion matrix were also evaluated to test the performance of a 
classification method. In this study, the confusion matrix stores classi-
fication information for fresh and unfresh chicken meat. Confusion 
matrix are shown in Table 6. 

Therefore, the other subset of performance metrics can obtained, 
such as precision, recall, and f1-score, as summarized in Table 7. The 
result show that DNN model developed in the study has an accuracy of 
98.70%. 

4.5. Effect of storage time and temperature 

The storage time greatly affects the condition of chicken meat, the 
longer the storage time, the risk of damage to the chicken. The surface of 
the meat, the taste and nutritional content of the meat will also be 
damaged. It can be seen if the meat has been damaged due to being 
stored for too long is the appearance of mucus on the surface of the meat, 
at hour 0 the meat looks very fresh, does not have a pungent smell, solid 
texture, not slimy, but as the duration of storage increases the intensity 
of the mucus increases. Issued is also higher. The peak of increasing 
mucus intensity occurred at the 24th hour. One of the causes of rot over 
time is due to autolysis. Autolysis is the process of breaking down pro-
teins and fats by enzymes (proteases and lipases) present in chicken 
meat for a certain time [29]. These enzymes have actually been active 
since the chicken was alive, but at that time the results of their activity 
were used to produce energy and maintain the body. Autolysis begins 
with a decrease in pH. Initially, proteins are broken down into macro-
molecules, which causes increased dehydration and then further broken 
down into peptones, polypeptides, and finally into amino acids. Autol-
ysis will change the structure of the meat so that the elasticity decreases. 

In addition to mucus and decreased elasticity, the condition of 
damaged meat also triggers a pungent odor due to the reaction of 
compounds Ammonia which contain Nitrogen. Based on research [30] 
the ammonia content produced from time to time occurs because the 
protein content in meat is damaged. When the protein is ruined, the 

Table 4 
Model summary of DNN.  

Model: “Sequential”   

Layer (type) Output Shape Param # 

dense (Dense) (None, 500) 2500 
dense_1 (Dense) (None, 100) 50,100 
dense_2 (Dense) (None, 50) 5050 
dense_3 (Dense) (None, 2) 102 

Total params: 57,572 
Trainable params: 57,572 
Non-trainable params: 0 

Table 5 
Training and testing accuracy for classification chicken meat.   

Training Data Test Data 

Accuracy (%) 98.85 98.70 
Error 0.015 0.013  

Table 6 
Result of confusion matrix.   

Predicted: Negative Predicted: Positive 

Actual: Negative 931 24 
Actual: Positive 0 854  

Table 7 
Classifier performance result.   

Fresh Meat Unfresh Meat 

Precision 100% 97.00% 
Recall 97.00% 100% 
F1-score 99.00% 99.00%  
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production of alcohol, ketones and hydrocarbons increases significantly 
so that a compound/enzymatic elemental reaction occurs which causes 
the production of Ammonia which produces a pungent odor. 

Temperature also affects the condition of chicken meat, the hotter 
the temperature produced, the more pungent the smell of the meat, the 
stinging smell caused by the production of ammonia. Ammonia is 

produced when proteins react with heat, in chemistry the reaction of 
proteins with heat is described in the Mailard reaction. The Mailard 
reaction is a reaction between reducing sugars and amino components 
which increases in speed with increasing temperature and the depletion 
of water content in chicken meat [18]. 

It is known that the Maillard reaction plays an important role in the 

Fig. 7. (a) Research mechanism by storage time, (b) Research mechanism by temperature.  

Fig. 8. Categories of fresh and unfresh chicken meat by the storage time and temperature.  
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formation of aroma, color, taste and texture changes in foods that are 
processed with heat and stored for a very long time. The understanding 
of the formation of the aroma became clearer after the development of 
the gas chromatography-mass spectrometer (CG-MS) analysis technique 
in the 1960s. Its use is prioritized to identify the volatile components of 
food stuffs. The study of the contribution of the Maillard reaction in heat 
treated foods continues and has contributed to the development of food 
chemistry. Maillard reaction in foodstuffs are very complex, this is due 
to the complexity of the components of these foodstuffs. The Maillard 
reaction occurs when there is a change in temperature. Changes in 
temperature will create a scent that can be smelled by the senses. 
Changes in temperature increase that occur gradually affect the creation 
of aroma, aroma is created due to the process of reducing water content, 
protein, and increasing the production process of ammonia. This triggers 
white gas to appear on the walls of the bottle so it can be seen that the 
meat is slowly spoiling due to increased temperature activity. Heating 
that occurs gradually causes damage to proteins in which there are 
amino acids, this event is called denaturation [31]. 

Denaturation is a process by which a protein undergoes a change in 
structure which in turn results in a change in function, which can lead to 
a total loss of biological function. When the protein solution is gradually 
heated to a critical temperature, the protein will run into a transition 
process from the original state to the denatured state. The temperature 
mechanism induces protein denaturation in a complex manner that 
causes instability of non-covalent interactions within the protein. 
Hydrogen bonds, electrostatic interactions and van der Waals forces are 
exothermic, so they destabilize at high temperatures and stabilize at low 
temperatures [32]. Research mechanism flow can be seen in Fig. 7 as the 
storage time and temperature being the influence factors in this study. 

In this study using the PCA and DNN model, it can be seen that the 
gas sensor array is able to classify well, the meat with the treatment of 
storage time and temperature variations can be classified as fresh and 
unfresh meat with a testing accuracy of 98.70%. Fig. 8 shows the clus-
tering result odor freshness of chicken meat based on storage period and 
temperature. If you want to get chicken meat with fresh meat quality, 
you can store the meat at a minimum temperature of 4 ◦C which is the 
refrigerator temperature. If you want to store meat at room temperature, 
which is around 30 ◦C, you can only store it 6 h after purchasing meat at 
the market. Moreover, if there is no cold medium to store, then fresh 
meat is best consumed immediately after purchase. 

5. Conclusions 

Sensors MQ7, MQ8, MQ135, MQ136 are able to detect the smell of 
chicken meat based on shelf life and temperature variations. The longer 
the storage time, the greater the voltage produced and the higher the 
temperature, the stronger the rotten meat smell. PCA and DNN model 
can be classified the freshness of the meat with a testing accuracy of 
98.70%. 

Limitations of this study just observing the voltage response gener-
ated by the gas sensor to the sample only. The results of the voltage 
reading produced by the sensor have not been compared with analytical 
methods such as Gas Chromatography Mass Spectrometry (GCMS) in 
determining the composition of gas compounds. Another limitation is 
we can put another gas, not only ammonia (NH4). 
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