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ABSTRACT 

Nowadays, there are some challenges regarding to sales and retailing issues. 

There are some factors that impact to the retailer influences to their customer. It is 

including the competition from online businesses. Sometimes it is hard to achieve the 

consumer demands expectation. At the same time, the retailer may need to overcome 

the financing pressure and marketing challenges just to ensure that their brand could 

be survive in business matter. The retailing challenges that always facing by 

company including finding the financing to stay in business. The only ways to solve 

the problem is by making prediction to investigate their product sales by using the 

data in year 2015 and 2016. The objective is to study the existing data sales based on 

type of brand, to develop prediction model for each type of brand, and to evaluate the 

performance of Artificial Neural Network (ANN) and Exponential Smoothing (ES) 

model in selecting the best model. The measurement performance used to analyse the 

data are using RMSE, MAE and MAPE. The comparison for the best model is based 

on the actual and predicted data that helps to get the result for profit sales and loss 

sales for each brand. Result obtained shows that MLP model is better in prediction 

model compared to the ES model. 
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ABSTRAK 

Hari ini, terdapat beberapa cabaran berkaitan dengan isu peruncitan dan 

penjualan. Terdapat beberapa faktor yang memberi kesan kepada peruncit kepada 

pelanggan mereka termasuklah saingan daripada perniagaan secara dalam talian. 

Kadangkala sukar untuk mencapai kehendak pelanggan. Pada masa yang sama, 

peruncit berkemungkinan berhadapan dengan masalah tekanan terhadap kewangan 

dan cabaran pasaran hanya untuk memastikan produk mereka terus bertahan. 

Terdapat cara untuk menangani masalah ini dengan membuat ramalan terhadap 

jualan produk dengan menggunakan data pada tahun 2015 dan 2016. Objektif kajian 

yang dijalankan ini ialah untuk mempelajari data jualan yang sedia ada berdasarkan 

jenama tertentu, untuk membangunkan model jangkaan untuk jenama barangan 

sukan serta untuk menilai prestasi model Artificial Neural Network (ANN) dan 

Exponential Smoothing (ES) untuk memilih model yang terbaik. Pengukuran prestasi 

yang digunakan untuk menganalisis data adalah dengan menggunakan Root Mean 

Square Error (RMSE), Mean Absolute Error (MAE) dan Mean Absoloute 

Percentage Error (MAPE). Perbandingan model terbaik berdasarkan data nilai 

sebenar dan nilai ramalan membantu untuk mendapatkan keputusan jualan 

keuntungan dan kerugian bagi setiap jenama. Berdasarkan keputusan, model MLP 

adalah lebih baik untuk peramalan berbanding model ES. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

In the modern age, there are a lot of dumped data that had been collected by 

the industry. It is included gained something more valuable. The retailer may 

compare pricing data from the other competitor and the retailer can be compromised 

to adjust the price of its own product. Absolutely retailer wanted to develop a good 

reputation and became the selection of the customer wanted a lower price and a good 

experience. 

 

 Moreover, from predictive analysis the retailer may get an accurate prediction 

from the data gathered. The collection of data on customer’s measurement and their 

item preferences allowed the retailer to offer a better experience to the customer. 

From the data also the retailer may know further about the styles of the product and 

colour item that are popular to choose from the customer. This might help the retailer 

to keep the right products in stock and negotiated the best rates possible with the 

supplier (Mallon, 2016). 
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1.2 Background of the Problem 

Nowadays, there are some challenges regarding to sales and retailing issues. 

There are some factors that impact to the retailer is influenced to their customer. It 

included the competition from online businesses. Sometimes it is hard to achieve the 

consumer demand expectation. At the same time, the retailer may need to overcome 

the financial pressure and marketing challenges just to ensure that their brand could 

be surviving in business matters. The retailing is challenging that always facing by 

companies included found the financing to stay in business. Most retailers made a 

loan to ensure they could be run the business frequently. 

 

Besides that, the retailers need to maintain their inventory product by 

discover a way to access from various locations of outlets is essential for maximizing 

the sales. If the retailer could not organize in inventory process very well, they might 

lose their sales or delays in fulfilled orders. The best way to stay in business demand 

is ensured the product also could be produced by online marketing. By marketing 

from social media and user friendly from website retailer could reach a wide 

customer to the product. The retailer must ensure that they had marketing campaign 

online by producing a banner and sales promotion (Hecht, 2016). 

 

Other challenges could be faced by retailers is data silos. Data silos are a Big 

Data’s kryptonite, which the data is store separated and isolated. From the data silos, 

the retailer could produce a monthly sales report. Data silos could be the sales and 

marketing team are not worked together. Data silos also make the customer looked 

for another brand since they thought their needs are not being met and smaller. Not 

only that, inaccurate data also led to ineffective on an operational level. To overcome 

the problem encountered, the data need to be integrated. Since the technology moves 

so fast day by day, the retailer sometimes preferred to keep their databases in 

premises. If data can be obtained and analysed quickly, surface actionable insights 

and driven them to the operational systems, then the retailer could affected events as 

they are still unfolding.  

 

Lack of skills workers also is the reason they are unable to use their data 

properly. The retailer needed to find the workers that understand data from a data 

http://www.huffingtonpost.com/author/jared-hecht
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science perspective, understand the business flow and customer demands, and how 

data findings apply directly to them (Rombaut, 2016). 

 

This study is for Malaysia Retailer Sports namely as Company XYZ Sdn. 

Bhd. This company was established in 1993 with a single store. Initially, this 

company is stated as sole proprietorship enterprise, but after for a long time the 

company had evolved into a Private Limited Company and had more than 100 outlets 

in Peninsular Malaysia. 

 

After for a long time, there some challenges that this company needs to face. 

The biggest factor is another new company that also provided the same services like 

this company; which are provided the sports stuff like shoes, jersey and sports 

equipment. The competition of multi company made this company to find the 

solution to stand still with their brand. One of the ways is by making the prediction to 

investigate their product sales for few years’ back which is between 2015 and 2016. 

 

 The usage of the MLP model helps in predicting to reach the arbitrary input 

and output mapping (Zhang et al., 1997) instead of learning based on the examples 

and captured the relationship among the data although the relationships are unknown 

to describe. Hence, the MLP model is suitable to observe the data. (White, 1989; 

Ripley, 1993; Cheng and Titterington, 1994). While for Exponential Smoothing 

model, even though it is one of the simplest models, it is powerful for prediction and 

widely used for business matter especially for inventories (Gardner, 1985). Thus, the 

data raw from the Company XYZ Sdn. Bhd will be predicted by used these two 

models to compare which model could be the best for prediction. 

1.3 Problem Statement 

  Prediction is an important part in our lives, and sales prediction also played a 

major role for retailers or enterprises in making business plans more accurate and 

gained competitive advantage. Most studies had depended on historical sales data in 

predicting sales, but the sales are also affected by the contents of the business 
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products. However, the important issue in the prediction is how to develop a model 

that can be produced accurate prediction results. 

  In this research, the aim is to develop a prediction model based on the types 

of brand. Based on the prediction model, it can be predicted and identified which 

brand gets the highest sales and the lowest sales. However, the constraints to conduct 

the prediction happened when the data is incomplete and had the missing values. The 

dataset also had a small scale to make the prediction where the data provided are 

only for two years ago. 

 

The problem statement for this research is how to develop a model that can 

be produced accurate prediction results. The followings are some research questions 

that will be addressed to answer the above problem statement:  

 

1.  What is the most brands that customers looked for? 

2.  How to predict the data with smaller scales? 

3.  What are the model and methods used to predict the data? 

4.  Which classifier between Artificial Neural Network (ANN) and Exponential 

  Smoothing (ES) provided better performance for brand sales prediction? 

1.4 Research Objectives 

  The aim of this research is to develop a prediction model that will be 

improved prediction accuracy, able to deal with insufficient and incomplete data. The 

objectives of this project are: 

 

i.  To study the existed data sales based on type of brand. 

ii.  To develop the Artificial Neural Network (ANN) Exponential Smoothing 

(ES) model. 

iii.  To measure and analyze the performance of ANN and ES for selected the best 

model. 
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1.5 Research Scope and Assumptions 

The scope of the research is limited to the following: 

i.  MLP and ES are respectively chosen as prediction model. 

ii.  The experiment is tested using MLP with different value of the learning rate 

  and momentum.  

iii.  The experiment is tested using ES with different value of the damping factor. 

iv.  The data consisted of five types of brand and covered only for twenty four 

  months, which is data from January until December 2015 and the data started 

  from January until September 2016. Only 3 inputs from MLP had been tested 

  for this experiment.  

v.  For evaluation measurement, MAE, RMSE and MAPE had been used by  

  compared each other. 

1.6 Significance of Research 

The significance of this research is the usage of MLP and ES model that can 

help the decision makers to make the necessary decision based on accurate prediction 

results. They are able to plan effectively and gave sound decision to achieve the 

desired results even the data size is limited. 

1.7 Dissertation Outline 

This dissertation is organized as follows: 

  Chapter 1 explained about the introduction of predicted sales, background 

study of the related research regarded to the predict sales and soft computing 

problem, problem statement, aim, objective and scope of the study. 
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  Chapter 2 described further the related literature review of predicted sales, 

types of prediction techniques, model development, soft computing techniques and 

measurement performance used to evaluate the result of datasets.  

  Chapter 3 clarified the methodology and architecture used for this study. It 

also included data collection, data processing, data curation, data modelling and 

analysis and evaluation of the models.  

  Chapter 4 discussed about the model development, which are consisted of 

Multilayer Perceptron and Exponential Smoothing. The feature undergoing the 

process of model development, the evaluation from the measurement performance 

and the selection of the best model according to the comparison of both model 

developments. 

  Chapter 5 indicated the comparative prediction result from the two model 

developments. The comparative models included the best model in the training data 

and test data. The result of comparative will go through for the analysis. 

Chapter 6 summarised and concluded the entire of the study and 

recommendations for future works 
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