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ABSTRACT In today’s society, increasing the quality and the productivity of dairy products are very

important and need detailed data collection and analysis. Manual collection of data and its analysis for

livestock monitoring is costly in terms of high man power and time consumption. In order to overcome this

deficit, object detection and clustering methods are investigated in this research as it is in line with Smart

Farming 4.0. Faster RCNN is used to help ranchers to detect livestock while clusteringmethods help to detect

the herds and outliers effectively and efficiently. In clustering methods, K-means clustering technique and

Density-Based Spatial Clustering of Application with Noise or DBScan clustering technique are adopted.

In K-means clustering, k is an important parameter which represents the number of clusters. By changing

the number of clusters, the pattern of clusters is observed. Then, the best k value is selected. In DBScan

clustering, epsilon is an important parameter which represents the circle radius from a particular data point.

The higher the value of epsilon, the formation of clusters becomes easier as it is easy to accept data point in

a larger circle radius to form cluster. By changing the epsilon, the pattern of cluster is observed and chosen.

Euclidean distance and Manhattan distance are used to compare the effects of different distance metrics

on the results of clusters. Cluster pattern is compared between K-means and DBScan techniques. Obtained

results show that DBScan overwhelmed K-means in term of efficient clustering in detecting the herds and

outliers of livestock.

INDEX TERMS Smart farming, artificial intelligence, livestock monitoring system, region-CNN.

I. INTRODUCTION

In agriculture industry, livestockmonitoring andmanagement

affects the productivity and quality of dairy products. Live-

stock monitoring refers to the inspection of livestock to trace

the activity levels, health, foods and waters intake level and

social interaction status [1]. Livestock monitoring involves

the process of collecting data from the livestock and analyze

it. This process directly affects the decision of farmers on

livestock management. Therefore, livestock monitoring is a

crucial process for production of dairy product. Conventional

monitoring methods are done manually. Each individual live-

stock is labeled by ear tag, ear notch, tattoo, or marks. This

The associate editor coordinating the review of this manuscript and
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helps farmers to identify the individual livestock. During the

inspection of livestock, the activity levels, food and water

intake levels and health conditions are very difficult to acquire

as it is biological data that cannot be measured and it is

unpredictable [2].

In addition, the man power and time consumption of man-

ual inspection is very costly. In order to increase the pro-

ductivity, sustainability and the quality of livestock farming

industries, an efficient and effective system is implemented to

improve the livestock monitoring process and ease the farm-

ers from doing analysis manually. Recently, many sensors

such as wearable devices are introduced as ear tag device with

sensors is used to obtain and record essential information of

the individual livestock such as heart rate, stress level and

blood pressure [3]. Some of the wearable devices consist of
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FIGURE 1. Role of livestock monitoring in agricultural industrial [3].

Global Positioning System (GPS) which helps to track the

location of livestock. However, installation and maintenance

of GPS in the wearable devices for every individual livestock

are very expensive. Therefore, object detection using artifi-

cial intelligence is an alternative method that can track the

location of livestock.

Object detection is a deep learning method to locate and

identify objects in an image through feature extraction and

learning algorithm [4]. Nowadays, object detection is getting

more popular as it uses computer vision to process large

amount of data to identify objects in images. This technique

can be applied in livestock monitoring to detect the cows.

Clustering is a machine learning method that uses grouping

process to divide data into numbers of clusters based on the

similarity of data. It is commonly used in many applications

such as data mining, outlier detection, pattern recognition [5].

The outputs of object detection are post processed using

clustering to detect the herds and outliers. Clustering is used

in this study to detect the herds and outliers of livestock

and two most popular methods are being compared between

K-means and DBScan application.

In order to expand the productivity and quality of live-

stock product, the livestock monitoring process is a necessity.

It affects the decisions of farmers on livestock management.

For instance, isolation can be made to prevent the spread-

ing of diseases if the sickness of cows is detected at early

stage. However, livestock monitoring is not an easy task as

it requires a lot of efforts to collect data and analyze it to

study the behaviors of livestock. The data of monitoring

are mostly biological inherently variables which are unpre-

dictable [6]. This supports the inefficiency of manual data

collection and its analysis. However, monitoring livestock is

crucial as it provides information of livestock to the farmers

as in Fig. 1 which shows the role of livestock monitoring

system.

It is interesting to note that livestock monitoring is com-

monly used to study the behaviors of livestock that disclose

the health conditions of individual livestock and interaction

between livestock and its environment while maintaining the

security of the system. It prevents livestock theft and livestock

lost. In this study, the aim is to detect the herds and outliers to

study the herd patterns that reflect the behavior of livestock.

In K-means clustering, k is an important parameter which

represents the number of clusters while in DBScan clustering,

epsilon is an important parameter which represents the circle

FIGURE 2. Dataset for building a cow detection model.

radius from a particular data point. The higher the value of

epsilon, the formation of clusters becomes easier as it is easy

to accept data point in a larger circle radius to form cluster.

Euclidean distance and Manhattan distance are used to com-

pare the effects of different distance metrics on the results

of clusters. Cluster pattern is compared between K-means

and DBScan techniques. Experimental results on a group of

livestock are presented to demonstrate the effectiveness of

the clustering in detecting the herds and outliers.The rest

of the paper is organized as follow: Section II describes on

the approach while Section III presents the data extraction.

Section IV discusses on data clustering along with its analysis

in different number of clusters. The results are shown in

Section V. Finally, the summary and conclusions are pre-

sented in Section VI.

II. APPROACH

This work uses object detection and clustering method

in monitoring livestock. Therefore, many cow images are

required to be collected as image datasets. Estimated around

1000 images of cows are obtained from the farm compounds

in East Malaysia. The images were captured by a drone about

60 meters from the ground. Each image contains more than

1 cow from the top view. Object detection model is applied

to detect and identify cows only. A large number of images

of cows are required. Fig. 2 shows that out of 1000 images of

cows in object detection, 800 images are pre-processed before

training and 200 images are used for testing.

A. DATA PRE-PROCESSING

Data pre-processing is a process that modify the image

dataset before the images are fed into Faster RCNN for

training. Many CNN models expect square shape images

as input data. Therefore, resizing or cropping of images

is needed before feeding into Faster RCNN. In addition,

Red, Green, and Blue (RGB) channels are reduced into sin-

gle grayscale channel because it saves time for training of

Faster RCNN [8]. Fig. 3 shows the pre-processing of input

images.

Originally, the images are in RGB color and have a

dimension of 8688 × 5792 pixels. At pre-processing stage,

the images are then decolorized into single grayscale chan-

nel and resized to 105 × 105 pixels. Then, the images are

labeled manually with bounding boxes using a labeling tool

(Labelbox).
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FIGURE 3. Process of building object detection model [8].

FIGURE 4. Faster RCNN architecture [9].

B. FASTER REGION CONVOLUTIONAL NEURAL NETWORK

Faster Region Convolutional Neural Network or Faster

RCNN is a deep learning algorithm widely used in object

detection. It consists of two parts. The two parts are Region

Proposal Network (RPN) and detection network. Region

proposal network is used to generate region proposal while

detection network is used to detect objects. Both of these

are executed in the same convolutional network. In Fast

RCNN and RCNN, region proposals are generated by selec-

tive search before CNN is used to do classification of objects

and detection of bounding boxes. In Faster RCNN, region

proposal generation is done using CNN instead of using

selective search. This speeds up object detection process

because CNN is shared between RPN and detection network

in Faster RCNN architecture.

In RPN, a sliding window is used for locations on the

feature maps. In the default configuration of Faster RCNN,

9 anchor boxes are used for each location to generate region

proposals [9]. The number of anchors depends on the size

of width × height feature map. The number of anchors

equals to width × height × 9. Then, locations in feature

map are pre-checked in RPN network to identify the loca-

tion that contains objects. The corresponding locations and

bounding boxes are sent to detection network for object

detection.

III. DATA EXTRACTION

In this stage, the output data from object detection are

extracted before feeding into clustering process. Each bound-

ing box is converted into dot for clustering purpose. In order

to convert the bounding box into dot, the coordinates of the

centroid of each bounding box are needed as in Fig. 5.

FIGURE 5. Process flow of data extraction.

FIGURE 6. Part of code to data extraction from bounding boxes.

FIGURE 7. Dataset in CSV file.

First, center coordinates of the output data from object

detection are extracted and stored in a CSV file. The process

of storing center coordinates of bounding boxes into a CSV

file is done using python language. The code and CSV file

dataset is shown in Fig. 6 and Fig. 7, respectively.

Column A represents coordinates in x-axis and column B

represents coordinates in y-axis. Each row represents a center

coordinate of bounding box. There are 53 center coordinates

in total.

IV. DATA CLUSTERING

Data clustering is a process of partitioning data set into

small groups. It is commonly used in applications for pattern

recognition, data mining and outlier detections. There are

many types of clustering algorithms including partitioning

clustering, density-based clustering, model-based clustering,

hierarchical clustering and so on as shown in Table 1 below.

In this work, a partitioning clustering method and a

density-based clustering method are selected. This is because

partitioning clustering and density-based clustering are pop-

ular and their data computation approaches are simple and

efficient in determining the patterns of clusters and detecting

outliers. The patterns of the results are observed and com-

pared on partitioning clustering and density-based clustering.

There are many types of partitioning clustering method and
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TABLE 1. Summary on clustering algorithms.

FIGURE 8. Overview of the system flow [13].

density-based clustering method. In this research, K-means

clustering algorithms is selected for partitioning clustering

method and DBScan clustering algorithms is chosen for

density-based clustering method. There are three steps in data

clustering process which are:

i. Create a scatter plot from the input data in text file.

ii. Choosing a clustering algorithm.

iii. Selecting a type of distance metric for the chosen clus-

tering algorithm.

In clustering, computation depends on the type of distance

metric. Two distance metrics are used to see the results of

different distance metric on detecting herds and outliers.

The distance metrics are Euclidean distance and Manhattan

distance.

FIGURE 9. Scatter plot of dataset.

A. SCATTER PLOT

Oneway to investigate the shape of the experimental design is

to plot the raw data [14]. The first step in data clustering is to

create a plot using Matplotlib library. It provides function of

plotting graph. After creating an empty plot, the dataset from

text file is loaded into the plot. Then, each coordinate from

the text file is plotted on the plot to form a scatter plot where

each dot represents a coordinate of input data. Fig. 9 shows

the scatter plot after loading the data from the text file. There

are 53 dots in total. Each dot represents a center coordinate

of bounding box.

B. EUCLIDEAN DISTANCE

Euclidean distance describes the direct distance between

two points in Euclidean space. Euclidean distance is com-

monly used as the default distance metric in many cluster-

ing methods such as K-means algorithm. Euclidean distance

uses Pythagorean Theorem to calculate the direct distance

between points [15]. The way of calculating Euclidean dis-

tance is shown as follows

distE =

√

(x1 − x2)
2 + (y1 − y2)

2 (1)

where x1, and x2 represent the coordinates of point A and

point B in X -axis, respectively. Meanwhile y1, and y2 rep-

resent the coordinates of point A and point B in Y -axis,

respectively. It is commonly used in clustering because it is

simple to compute in 2-Dimensional (2D) and 3-Dimensional

(3D) data. Fig. 10 provide a better understanding of Euclidean

distance and its computation. The blue line which shows the

shortest distance line from point A to point B is the Euclidean

distance.

C. MANHATTAN DISTANCE

Manhattan distance is the path distance between two points

in a grid [16]. The equation of Manhattan distance is simpler

than the Euclidean distance because it is the absolute sum of

difference between two points on Cartesian plane as given in

the following function

distM = |(x1 − x2) + (y1 − y2)| (2)
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FIGURE 10. Euclidean distance example [15].

FIGURE 11. Manhattan distance example [16].

where x1, x2, y1, and y2 are previously defined in (1). Man-

hattan distance is used in Cartesian plane because it provides

a grid that aids the computation of it for human.

D. K-MEANS CLUSTERING

There are many partitioning clustering techniques and one

of the most popular is K-means clustering [17]. K-means

clustering only works when the number of clusters is set. This

means that it is not suitable to be applied in applications that

require it to detect the number of clusters in a given dataset.

In K-means clustering, k value is automatically partitioning

a data set into groups which is an important parameter that

represents the number of clusters which the centroids are

randomly assigned on the scatter plot [18]. In clustering

assignment stage, it computes the distance metric for each

remaining data point with each centroid and assigned the

data point to the nearest centroid. Thus, it makes k clusters.

In moving centroid stage, it re-computes the centroid of each

cluster by taking mean of all data points in a particular

cluster. It reassigns each data points with respect to new

centroid. These steps continue to repeat until convergence is

attained.

E. DBScan CLUSTERING

There are many density-based clustering techniques. DBScan

is selected out of other the density-based clustering methods.

This is because DBScan is a simple clustering algorithm that

FIGURE 12. K-means with k=2.

FIGURE 13. K-means with k=3.

FIGURE 14. K-means with k=4.

is good at estimating the number of clusters and detecting

outliers. There are two parameters in DBScan algorithm. The

parameters are epsilon and minPoint. Epsilon is the minimum

distance between two points to measure similarity of spatial

data while minPoint is the minimum number of points to form

a dense region [19]. In the beginning, epsilon and minPoint

are set. After setting the parameters, an arbitrary point is

picked in the dataset. If the neighbor points of the particular

core point are less than the minPoint within the distance of

epsilon and not a part of any other cluster, then these points

are considered as outliers. If the neighbor points are more

than the minPoint within the distance of epsilon from that

point, it forms a cluster. Then, the cluster slowly expands

by checking all the points within the epsilon distance around

the core points to check their minPoint within the epsilon

distance. The cluster grows slowly until no points to add to

the cluster [20]. Next unvisited arbitrary point is picked to

form a new cluster. The process keeps repeating until all the

points are into clusters.

V. RESULTS AND DISCUSSION

There are five experiments in total. These five experiments

show the results on K-means clustering with different number

of clusters, DBScan with different epsilon value, Euclidean

distance versus Manhattan distance in K-means clustering,

Euclidean distance versus Manhattan distance in DBScan

clustering and K-means clustering versus DBScan clustering
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FIGURE 15. K-means with k=5.

FIGURE 16. DBScan epsilon=0.3.

TABLE 2. Number of outliers detected in K-means clustering with
different k value.

respectively. The dataset contains 53 data points and each data

point represents a cow.

A. EXPERIMENT 1

In experiment 1, K-means clustering with different parameter

values is done. The parameter represents k value, which also

known as the number of clusters. Each colour represents a

cluster or a herd. The blue dots represent the centroids of

cluster. The dots inside the circles represent the outliers while

the dots outside the circles represent the herds.

The table indicates that the number of outliers increases

when the number of clusters increases. This is because the

distribution of the dataset becomes better in shapes when

there are more clusters assigned to the small herds in the

plot. The lowest number of clusters scores the highest number

of outliers on this dataset in K-means clustering. K-means

clustering with four clusters outputs gets the least outliers

hence it is deducted that the most suitable number of clusters

for this dataset is 4.

B. EXPERIMENT 2

In experiment 2, DBScan clustering with different parameter

values is done. The parameter in DBScan clustering repre-

sents epsilon value. Each colour represents a cluster or a herd.

The black dots represent the outliers.

The result shows that the number of clusters and the num-

ber outliers decrease when the value of epsilon increases.

FIGURE 17. DBScan epsilon=0.4.

FIGURE 18. DBScan epsilon=0.5.

FIGURE 19. DBScan epsilon=0.6.

FIGURE 20. Euclidean distance versus manhattan distance with
3 centroids in K-means.

TABLE 3. Number of clusters and outliers obtained in DBScan with
different epsilons.

As the value of epsilon increases, the chances of getting data

points within the epsilon around the core points more than

3 increases. Therefore, it becomes easier for data points to

merge to form a large cluster. This results in the decline in

the number of clusters and the number of outliers. However,

it does not mean that the epsilon that gets the least number of
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FIGURE 21. Euclidean distance versus manhattan distance with
4 centroids in K-means.

FIGURE 22. Euclidean distance versus Manhattan distance with
epsilon=0.4 in DBScan.

TABLE 4. Number of outliers using euclidean distance versus manhattan
distance.

FIGURE 23. Euclidean distance versus manhattan distance with
epsilon=0.5 in DBScan.

outliers is the most suitable parameter value for this dataset.

It shows that when epsilon equals to 0.4, it outputs a better

herd patterns in the dataset compared to that of using epsilon

equals to 0.3. When epsilon is equal to 0.3, many data points

are detected as outliers when some of the data points are

supposed to be clustered.

C. EXPERIMENT 3

In experiment 3, K-means clustering with Euclidean distance

and Manhattan distance are done respectively. The blue dots

represent the centroids of cluster. The dots inside the circles

represent the outliers while the dots outside the circles repre-

sent the herds as shown in Fig. 20 and 21.

It indicates that the number of outliers detected in Manhat-

tan distance is more than that in Euclidean distance. Theo-

retically, clustering using Euclidean distance and Manhattan

TABLE 5. Number of outliers using euclidean distance versus manhattan
distance.

FIGURE 24. K-means with k=4 using euclidean distance.

distance have no much difference. However, Euclidean dis-

tance performs better than the Manhattan distance in terms of

the pattern of cluster when the number of clusters is three. The

result of Manhattan distance shows that two small herds on

the top of the graph are too far away from its cluster centroids.

This leads to higher number of outliers detected compared to

the cluster pattern of Euclidean distance. Therefore, it is said

that Euclidean distance fits more in this dataset to detect the

herds and outliers.

D. EXPERIMENT 4

In experiment 4, DBScan clustering with Euclidean distance

and Manhattan distance are done respectively.

The results show that the number of outlier and the num-

ber of clusters in Manhattan distance is more than that in

Euclidean distance. The cluster pattern of DBScan clustering

using Manhattan distance is better than that of DBScan clus-

tering using Euclidean distance. Using Manhattan distance

in DBScan clustering, the patterns of herds are better in

shape and the number of outliers is more precise. Therefore,

DBScan clustering with Manhattan distance fits more in this

dataset.

E. EXPERIMENT 5

In experiment 5, DBScan clustering with Euclidean distance

and K-means clustering with Euclidean distance are done

respectively. The parameter in K-means clustering represents

k value. K value is set to 4. The parameter in DBScan

clustering represents epsilon value. Epsilon value is set

to 0.4.
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FIGURE 25. DBScan with epsilon=0.4 using euclidean distance.

Fig. 24 and 25 show that the K-means algorithm is more

sensitive than DBScan algorithm regarding outlier detection.

However, the shape of cluster in DBScan is better than the

shape of cluster in K-means. The yellow coloured cluster in

K-means algorithm shows that the data points are very far

away from its cluster centroid. Therefore, DBScan is better

than K-means clustering in terms of detecting herds and

outliers in this dataset.

VI. CONCLUSION

In this paper, a cow detection system is presented using a pre-

trained Faster RCNN network with Caffe framework. Then,

the grouping of herds is briefly proposed using clustering

method on the output of cow detection. Note that K-means

clustering and DBScan clustering are used to determine

which clustering method is better in detecting the herds and

outliers. Besides, to analyze the effect of clustering using dif-

ferent type of distance metrics, Euclidean distance and Man-

hattan distance are used in this study. From the experimental

results, DBScan clustering is better than K-means cluster-

ing in terms of herd pattern and outlier detection in live-

stock monitoring. In K-means clustering, Euclidean distance

produce a better grouping of herds. However, in DBScan

clustering, Manhattan distance produces a better herd and

outlier detection. It is deducted that the type of distancemetric

causes the detection of herds and outliers to perform differ-

ently in different clustering method. In conclusion, DBScan

clustering is more suitable to be implemented in livestock

monitoring for local ranchers in line with Smart Farming 4.0.
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