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ABSTRACT

A large amount of information has been provided by the increasing volume of

user generated content, through social networking services like reviews, comments and

past experiences. Online review has become one of the most influential information

sources for consumer decision-making. This information is freely accessible online

and used to support tourist decision-making process. Despite several studies conducted

on tourist online reviews, there have been limited studies exploring tourist reviews’

ratings for 1 - 5 reviews star in predicting tourist response to an attraction. This study

aims to predicting tourist ratings based on the tourist textual response (reviews) made

on Petronas Twin Tower in Kuala Lumpur that is freely available on TripAdvisor.

This is devised by building a predictive classification model that predicts the rating

a tourist will possibly give. A qualitative approach is adopted where data miner

tool was to collect tourist reviews from TripAdvisor; and the reviews dataset was

preprocessed in Rapidminer to generate sentiment values which was fed to the models

after some transformation. The sentiments gained/produced is utilized to compare

which classification model gives the best prediction in terms of accuracy. The result

showed that MLP prediction model returns a promising result in terms of accuracy

over other techniques for predicting tourist response based on ratings (1-5) in which

has 19% better accuracy than the other techniques tested. In conclusion, this study

could contribute to the field of study by introducing a predictive model and could help

destination marketers evaluate tourists’ responses to a certain destination in advance,

and could also potentially influence the final destination choice by improving marketing

strategies accordingly. Destinations might use these analyses to predict the weaknesses

or strengths of their image based on the analysis of tourists’ reviews.
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ABSTRAK

Sejumlah besar maklumat telah disediakan oleh bilangan pengguna yang

banyak, melalui perkhidmatan rangkaian sosial seperti ulasan, komen dan pengalaman

masa lalu. Ulasan melaui talian telah menjadi salah satu sumber maklumat yang paling

berpengaruh untuk membuat keputusan pengguna. Maklumat ini boleh diakses secara

dalam talian secara bebas dan digunakan untuk menyokong keputusan yang ingin

dibuat oleh pelancong. Kesan ulasan dalam talian mengenai keputusan pelancong

menarik beberapa kajian dewasa ini, hanya beberapa kajian mengkaji ulasan dalam

talian berdasarkan gred dan belumada yang langsungmenganggap semua jenis gred dari

ulasan 1 - 5 dalam meramalkan tarikan tertentu pelancong. Kajian ini bertujuan untuk

meramalkan penilaian pelancong berdasarkan tindak balas tekstual pelancong (ulasan)

yang dibuat diMenara Berkembar Petronas di Kuala Lumpur yang boleh didapati secara

percuma di TripAdvisor. Kajian ini dibuat dengan membina model klasifikasi ramalan

yang meramalkan gred pelancong yang akan diberi. Pendekatan kualitatif digunakan

melalui perisian data miner dalam mengumpulkan ulasan pelancong dari TripAdvisor;

dan data ulasan telah diproses menggunakan perisian Rapidminer untuk menghasilkan

nilai sentimen yang diberi kepada model selepas beberapa perubahan. Teknik mining

data digunakan untuk membandingkan dan mendapatkan prestasi ramalan optimum

dari segi ketepatan MLP, SVM, DT, KNN, dan RF dalamMATLAB R2018a. Hasilnya

menunjukkan bahawa model ramalan MLP mengembalikan hasil yang menjanjikan

ketepatan berbanding teknik lain untuk meramalkan respon pelancong berdasarkan

gred (1 - 5) di mana mempunyai ketepatan yang lebih baik 19% daripada teknik-teknik

lain yang diuji. Sebagai kesimpulan, kajian ini dapat menyumbang kepada bidang

pengajian dengan memperkenalkan model untuk meramalkan keutamaan pelancong

berdasarkan penilaian untuk proses membuat keputusan para pengurus destinasi dan

pengguna atas tarikan.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Online reviews by other tourist or visitors are used to provide assistance for

new tourists to decide on the choice of where to visit (such as tourist center, hotels,

business places and so on). Reviews are used not only in tourist attraction but widely

used in e-commerce for products recommendation to other customers where previous

customers expressed their satisfaction or dissatisfaction on a particular product based

on their experience with it (Pantano et al., 2017). In most cases, the reviews/comments

turn to be accurate or correct. This is one of the motivations behind tourist attraction

prediction using reviews.

The rapid spreading of User Generated Content by means of social media

services has generated large quantities of data accessible to people. Visitors routinely

access these data to enable their essential decision-making process. The data is openly

accessible on the web in the form of tourist reviews or online reviews (Pantano et al.,

2017). The present advances in electronic media innovations and environment, together

with the intelligent application software for automated advertising in the data society

age (Buhalis and Law, 2008), are keys to the increase in internet users thereby increase

the numbers of reviewers that makes online reviews from thousands to millions.

1.2 Problem Background

Reviewers’ comments are used as guide in e-commerce for product

recommendations. The use of reviews in decision making is not limited to e-commerce

but also applied to generation of tourist recommendations and predictions. The

traditional ways of making reviews are normally on e-commerce websites for products
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and tourist websites for tourist recommendation. The present advances in digital media

and the use of intuitive software applications have motivated advances in advertising

in the era of information. Online marketing in particular with its basic requirement of

user account creation has changed the way data is gotten to and shared (Pantano et al.,

2017).

Digital marketers understand that to successfully attract and influence the

interest of SNS users, they need to increase the utility of social networks by offering

value added services (Lu and Stepchenkova, 2012). Therefore, SNSs are now increasing

their capabilities by offering a various portfolio of build-in applications (apps) to

meet social media users’ needs for better experiences; like, customized topic-specific

virtual spaces to better support User-Generated Content (UGC) (e.g. Facebook apps,

YouTube), including reviews, comments on past experiences and recommendations

for future visits (Riordan et al., 2016). As researchers note, online reviews based

on SNS users’ profiles and established preferences are basic to formulating future

preferences and affecting consumer purchases. (Baka, 2016b). It was assumed that

people’s behavior towards an attraction/destination is basically determined by people’s

comments, beliefs, feelings, recommendation, and prior encounter (Pantano et al.,

2017).

In fact, the more the product online review features available to consumers, the

higher the likelihood for sales of related items within the product category (Chevalier

and Mayzlin, 2006). Also, in a travel and tourism context, tourists’ recommendations

via tripadvisor, Yelp, expedia etc. influence other travelers’ decisions about many

different aspects of their trips, e.g. selection of a tourist destination, accommodation

and attractions to visit (Bilgihan et al., 2016). besides the fact that some studies

(Fotis et al., 2011; Lin et al., 2018; Pantano et al., 2017) have shown that many

reviews are fake, or too positive or negative, consumers perceive online reviews as

more trustworthy than content provided by official destination websites (Afzaal et al.,

2019). Drawing on a huge amount of UGC,marketers make systematic efforts to exploit

as much open data as possible to support digital marketing effectiveness. These efforts

could potentially improve online sales and the profitability of e-travel services (e.g.,

accommodation, transportation, restaurants, entertainment, sightseeing and tourism

2



destination information) (Pantano et al., 2017).

Most researches in User-Generated Content (UGC) and most online reviews

have underlined the importance of analyzing ratings to increase the likelihood of

travelers’ having enjoyable trips (Pantano et al., 2017). However, few studies investigate

the effect of reviews on SNS tourists’ future decisions (Amaral et al., 2014; Berger et al.,

2010; Chintagunta et al., 2010; Kim et al., 2016; Pantano et al., 2017). These studies

focus on the readability, credibility and helpfulness of online reviews, however they do

not explore the extent to which recommendations maybe perceived as useful to other

travelers willing to travel to the same destinations (Filieri, 2016). Online marketing

in particular with its basic requirement of user account creation has changed the way

data is gotten to and shared (Melián-González et al., 2013; Pantano et al., 2017; Torres

et al., 2015).

However, machine learning and data mining techniques could be used to analyse

data generated from tripadvisor.com in order to recognize useful patterns, such as the

classification of new tourist responses. The process of developing a model that will

predict the class of new unlabelled data is called a classification task which in machine

learning techniques is referred to as supervised learning (Ando and Zhang, 2005;

Collobert and Weston, 2008; Kotsiantis et al., 2007). The data to be used for that

model construction consist of a set of features that will be used to train the model.

From a theoretical point of view, this study draws attention to the potential

of using online reviews that are freely available to influence tourist's attitudes   and
behaviors. consequently, this research proposes a computational tool that contributes to

the effective positioning of hospitality organizations and tourist destinations/attractions

in tourism management.

To apply these methods in feature selection task, mapping concepts into the

field of feature selection is required. Figure 1.1 below describes the problem and issues

of previous work in the prediction process.

3



Figure 1.1 Problem of Previous work in the Prediction Process

1.3 Problem Statement

Despite recent researches conducted in tourist reviews to obtain reasonable

performance in terms of accuracy for predicting tourist response to a tourist

attraction/destination based on ratings (Fang et al., 2016; Jacobsen and Munar, 2012;

Lee et al., 2018a; Moro et al., 2017a; Pabel and Pearce, 2015; Pantano et al., 2017),

however, none of these used a sentiment analyzer operator, an aylien service available

in Rapid miner that returns review’s subjectivity and polarity values to be fed into the

multilayer perceptron algorithm. And also, none used all the traveler ratings (from 1

-5 stars) to predict the tourist response to a certain attraction. This research seeks to

include all traveler ratings and improves prediction performance in terms of accuracy.

Feature selection methods are effective in removing redundant and irrelevant

features, improving learning algorithm’s prediction performance and are also needed

when the number of training examples is too tittle, or when there is too much data that

can be processed efficiently by the machine learning algorithms (Senliol et al., 2008).
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1.4 Research Questions

To address the underlying issues, the main research question for this study is

"How can a prediction performance of tourist response to an attraction be improved?"

To support the main research question three (3) sub questions were formulated as

follows: -

(a) How to identify significant features of tourist reviews on Tripadvisor for all

ratings?

(b) How to predict tourist response and demand, based on ratings, towards a location

using classification techniques for tourist review?

(c) How to compare the MLPs’ prediction accuracy with other existing techniques,

SVM, DT, RF, and KNN?

1.5 Goal of the Study

The aim of this research is to determine best tourist decision prediction model

using review’s rating that returns the best accuracy.

1.6 Research Objectives

The objectives of the research are:

(a) To identify significant features of tourist reviews on Tripadvisor for all 1 - 5 star

ratings.

(b) To predict tourist response and demand, based on ratings, towards a location

using classification techniques for tourist review.

(c) To compare the prediction accuracy of MLP, SVM, DT, RF, and KNN

classification techniques.

5



1.7 Scope of the Study

To achieve the above-mentioned objectives, this research is limited to the

following:

(a) Multilayer Perceptron is used to predict tourist response based on ratings.

(b) Dataset used in this study is obtained from Tripadvisor’s tourist reviews made

on Petronas Twin Towers in Kuala Lumpur, Malaysia for two (2) years (2017 -

2018).

(c) This study used an Aylien technique in RapidMiner for feature selection.

(d) MATLABR2018a academic release is used for classification model simulation.

1.8 Significance of the Study

This research is significant from both theoretical and practical perspectives.

The rationale and motivation for this research are:

(a) Considering a specific attraction reviewed in TripAdvisor, this research is

essential in identifying the trend of consumers’ appreciation of a certain tourist

destination/attraction. Therefore, tourism managers can consider adopting

tourist reviews analysis for better predictions about the attractiveness of a certain

destination.

(b) This research helps destination marketers in advance to evaluate tourists’

responses to a certain destination, and accordingly can potentially influence

potential destination options by improving marketing strategies. Moreover,

tourist destinations managers can use this analysis to predict the weaknesses

or strengths of their image based on the analysis of tourists’ reviews, which is

easily accessible online.

(c) This study draws attention to the large potential of using tourist online reviews

sources to influence tourists’ attitude and behavior. In practice, we propose

a computational tool that can contribute greatly to the effective positioning

6
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