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Currently, there are many efforts to preserve traditional dances digitally as 

part of the Intangible Cultural Heritage (ICH) preservation efforts. Such efforts 

include digital scans, videos, and animations in either 2D or 3D. Motion capture 

data is one of the common methods to animate the 3D dancer model. Nevertheless, 

they are usually limited to movement only and there is no facial expression data. 

For 3D animation, facial expression animation can be added to the digitalised 3D 

dancer model to increase the authenticity of the dance. Similar to body language, 

facial expressions in some dances are important to effectively communicate with 

the audience. Awkward facial expressions will make the performance look 

unnatural. This issue has led to this research’s purpose, which is to enhance the 

process of adding facial expressions onto a virtual 3D dancer model using an 

algorithm that combines ray casting and position-aware concepts. The proposed 

algorithm was used to map the facial expressions according to the dancer’s current 

position in certain segments of the dance. The primary goal of the algorithm is to 

enhance the process of animating facial expressions on a 3D Zapin dance motion 

data. Consequently, the animator does not need to manually animate the face on 

every keyframe in the animation or to capture expressions using facial motion 

capture systems due to high cost and complexity. In this scope of research, only 

the eyes and mouth were animated since they are the main focus of facial 

movements when the dancers perform. The algorithm and output were respectively 

evaluated using algorithm complexity and user evaluation tests. The complexity 

test was conducted using the Big O Notation method and it was found that the 

algorithm has the O(N) complexity, which makes it an efficient algorithm. The 

user evaluation test was performed by interviewing three Zapin experts from the 

Johor Heritage Foundation and they were mostly satisfied with the results. 
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Ketika ini, terdapat banyak usaha untuk memelihara tarian tradisional 

secara digital sebagai satu daripada Warisan Kebudayaan Tidak Ketara (ICH) 

seperti imbasan digital, video dan animasi 2D / 3D. Namun, pada kebiasaannya 

terhad kepada pergerakan sahaja dan tiada data ekspresi muka. Untuk animasi 3D, 

animasi ekspresi wajah boleh ditambah kepada model penari 3D digital yang 

meningkatkan keaslian tarian. Sama seperti bahasa badan, ekspresi muka dalam 

tarian adalah penting untuk agar mesejnya sampai dan difahami oleh penonton. 

Ekspresi muka yang janggal akan menjadikan persembahan kelihatan tidak semula 

jadi. Isu ini telah membawa kepada tujuan kajian ini, iaitu untuk menambahbaik 

proses penambahan ekspresi muka ke atas model 3D maya penari dengan 

menggunakan algoritma yang menggabungkan ray casting dan konsep anggaran 

kedudukan. Algoritma yang dicadangkan ini telah digunakan untuk memadankan 

ekspresi wajah mengikut kedudukan penari di dalam suatu segmen tarian. 

Matlamat utama algoritma ini adalah untuk menambahbaik proses penganimasian 

ekspresi muka untuk data pergerakan penari Zapin 3D. Hasilnya, juruanimasi tidak 

perlu memasukkan ekspresi muka pada setiap keyframes dalam animasi secara 

manual atau menggunakan sistem Motion Capture muka disebabkan oleh kos yang 

tinggi dan memerlukan pemasangan yang kompleks. Dalam skop kajian ini, hanya 

mata dan mulut sahaja yang digunakan untuk animasi kerana ia adalah fokus utama 

semasa penari membuat persembahan. Hasil kajian diuji menggunakan ujian 

kerumitan algoritma dan penilaian pengguna. Ujian kerumitan dijalankan 

menggunakan kaedah Tatatanda O Besar dan hasil ujian ini memberikan kerumitan 

O(N) yang mana menunjukkan ia adalah algoritma yang efisien. Penilaian 

pengguna pula telah dijalankan dengan menemubual beberapa pakar tarian Zapin 

dari Yayasan Warisan Johor dan secara umumnya mereka berpuas hati dengan 

dapatan kajian. 
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INTRODUCTION 

1.1 Background of the Study 

Facial expression is one of the most common form of communication for 

human beings. People can show their emotions and intentions non-verbally through 

facial expressions. These include but not limited to being happy, sad, angry, bored or 

sleepy. It also can show a certain reaction to an action performed on a person whether 

it is voluntary or not such as surprised or disgust. For example, when a person is 

suddenly inflicted with a certain damage such as being hit, he or she may show the 

facial expression of pain. These expressions are important to us as human beings as it 

is meaningful towards others in understanding each other. 

Research on facial expression has been done extensively by psychology 

researchers. Paul Ekman is one of the most prominent name in this field. He began his 

research on facial expressions in 1965 and has produced a number of books and articles 

since then. He also has successfully classified human facial expressions objectively 

through his Facial Action Coding System (FACS) project. It is developed alongside 

Wallace Friesen in 1976. It functions by describing the face muscles’ movement. 

FACS is useful because it does not assign any emotional meaning to an expression and 

purely objective by measuring only the frequency and intensity. It categorizes an 

expression by breaking it down to the smallest visible movement called Action Units 
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(AU) (Prince, Martin, & Messinger, 2015).  A facial expression can contain few or 

many AU depending on the complexity of the expression. As of 2002, the 370 pages 

FACS manual can be purchased from the Paul Ekman Group, LLC which includes 27 

face AU, 25 head and eye position AU and 28 miscellaneous AU. 

Animating facial expression on a 3D dance animation can be a time-consuming 

and tedious process for animators. The challenge to achieve compelling and believable 

realism when animating face models with minimal complexity is still an ongoing hot 

topic in the computer graphics community (Deng et al, 2006). Many researchers had 

proposed their toolkits, software and algorithms on how to properly imitate a real 

human’s facial expression in 3D world space. There were a lot of significant results; 

however there are still more rooms for improvements. One area that has the potential 

to be researched is the facial expressions on dancers. Similar to body language, facial 

expressions are important to communicate with the audience. Awkward facial 

expressions will create an uncomfortable experience to the dancer and thus making the 

performance look unnatural (Bedinghaus, 2017). 

The same principles apply to this research’s domain, which is dance. Dancers 

utilize a lot of area in the dance floor. In some type of dances such as Bharatanatyam, 

they also make different facial expressions when they move to certain positions 

(O’Shea & Verne, 2007). Therefore, this research’s purpose is to enhance the process 

of adding facial expressions onto a virtual 3D model of a dancer that contains dance 

motion data without any facial expressions using ray casting position-aware algorithm.  

The algorithm can map facial expressions according to the current position of the 

dancer from start to finish of the dance. This will enhance the animation process by 

removing the need to animate the face on every key frames in the animation. Eye 

movement and smiling are the main components of a facial expression. Therefore, this 

research focuses on these two areas only. 
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1.2 Problem Statement 

Facial expression is a complex part of the human to be studied. A simple smile 

requires the movement of several face muscles. Translating these movements into 3D 

world space requires extensive research. To date, there are still many parts of the facial 

expression research field that can be explored such as dance facial expression. 

Facial expression generally plays an important role in making a dance 

performance interesting. It is a form of communication to the audience to show as if 

they are conversing with them keeps the audience involved in the performance. Non-

verbal cues relay the dancer’s emotion to the audience. Some dances such as the Indian 

dance Bharatanatyam even have facial expressions as a major part of the dance 

(O’Shea & Verne, 2007). Ballet dancing also makes use of emotional expressions. In 

dance competitions, judges can easily notice if the dancer is stressed or uncomfortable 

just by looking at their facial expressions (Vickers, 2015). Therefore, digital dance 

representations need to include facial expressions whenever it is possible. 

Dance motion data collection has been conducted by many researchers on 

various types of dance performances. The use of motion capture system for capturing 

dance motion version of a dance has been a norm in the computer graphics industry. 

Some motion data are free to access but usually they need to be purchased.  However, 

usually they just record the body movement only while leaving the face expressionless. 

A survey on several dance motion databases such as DanceDB's website, Hacettepe 

University's  Midas Human Motion Database website,  and CMU Graphics Lab Motion 

Database show that they captured only the body motion of the dances. The lack of 

facial expressions on these motion data is an issue that needs to be addressed. 
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While it is possible to capture facial expressions using motion capture systems, 

usually it is not easily accessible to the masses. For example, the Vicon MoCap system 

has only one distributor in Malaysia. The studios that have Vicon setups are also 

limited. Currently, UPM, Kolej Kemahiran Tinggi MARA, UTM and Akademi Seni 

Budaya dan Warisan Kebangsaan (ASWARA) offers Vicon system for rental either at 

high cost or strictly just for research only. Furthermore, sometimes they are under 

maintenance so it is not always available for access. There is also an issue on the 

mobility of dancers when using this kind of motion capture system since they 

constantly need to move around during the capture process. 

In addition, according to a dance expert representative from Johor Cultural 

Heritage Foundation, all dance definitely need facial expressions to make the 

performance livelier. As the goal of preserving Intangible Cultural Heritage (ICH) is 

to make the digital dance look as realistic and authentic as possible, then the facial 

expression should be included as well.  

The issue of animating 3D facial expressions is that they usually need to be 

added manually by animators. This process takes a lot of time and labour because the 

animator needs to animate it frame by frame. Therefore, by enhancing the mapping 

process of facial expression data to a dance motion data through an estimation 

algorithm, the process of creating near-realistic virtual dance performance can be 

enhanced.  

Eyes and mouth plays the most important role in conveying the emotions in a 

facial expression. A study by Koch in 2006 suggests that the perception of emotions 

of a facial expression is equally influenced by the eyes and the mouth. This can be 

further backed by a research that is on a more neurological standpoint by Watanabe, 

Miki and Kakigi (2005). They stated that eye and mouth movements are important for 
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the human to perceive emotions in facial expressions. Therefore, this research will 

mainly focus on animating the eyes and mouth. 

Automatic facial expression generation in dance has been done by a previous 

research. This research focuses on generating expressions based on music cues. The 

facial expression changes based on the current emotion and mood of the input music. 

(Asahina et al., 2015). From further readings, there are no further enhancements on 

this research, therefore this research intends to explore more on this gap by using 

position-aware concept instead of music cues. 

1.3 Aim 

The aim of this research is to implement an algorithm that enhances the process 

of animating facial expression on a 3D Zapin dance motion data.  

1.4 Objectives 

The main goal of this research is to accelerate the process of mapping facial 

expression to a Zapin dance motion data. In order to achieve this goal, the objectives 

below must be completed: 

1. To establish a set of facial expressions related to Zapin dance in 3D using 3D 

modelling software and Zapin dance segment motion data in the pre-processing 

step. 
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2. To implement a facial expression mapping algorithm that automatically maps 

a suitable expression on an animated dance model using a ray casting position-

aware algorithm. 

3. To evaluate the algorithm of facial expression mapping based on the output 

generated using expert evaluation and algorithm complexity test. 

 

1.5 Scope of Research 

This research focuses on proposing the method of mapping suitable facial 

expression to an animated 3D dancer model in a dance segment motion data. The 

mapping process is achieved by utilizing an algorithm to estimate the current position 

of the dancer model and automatically choose the corresponding facial expression 

from a facial expression database. 

 

The facial expressions are prepared in a 3D modelling software. The facial 

expressions are limited to eye and mouth movement only. This is based on study by 

Koch in 2006 that proved that eyes and mouth movement plays an important role in 

the perception of emotion in facial expressions.  

 

The test data used is a motion data of a Zapin dance. The motion data is 

attached to a sample 3D dancer model that contains a preset facial expressions called 

blendshapes that were prepared in the pre-processing stage. The 3D dancer model 

does not include costume since it does not affect the performance. This is confirmed 

by a preliminary interview with Zapin dance experts in Johor Heritage Foundation. 

 

Zapin dancers smile when they look at the audience and their eyes look 

according to their turning movements. For example if they turn left then their eyes 
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also look left and vice versa. Therefore these actions were selected as the triggers 

that allow the algorithm to apply the correct expressions. 

1.6 Significances of the Research 

The algorithm provides an enhanced facial expression generation for dance 

motion data. It is executed in a software on a dance segment and automatically 

applies the suitable facial movement therefore reducing the time and labor work 

needed to manually animate the facial movements.  

 

Currently there is a gap in the automatic facial expression generation related to 

dance since the most current method uses only music and emotional cue (Asahina, 

2015).  Therefore, this research provides a different way to tackle the issue.  

 

Furthermore, currently there is an effort to the preservation of Intangible 

Cultural Heritage (ICH). From this research, it is a step further to enhance and 

simplify the process of making a complete and near-realistic dance animation, which 

will enhance the authenticity of the dance in digital form.  

1.7 Summary 

The research aims to propose a method of mapping of facial expressions to a 

dance motion data through a ray casting position-aware algorithm. Chapter 2 discusses 

on the previous research on facial expressions to determine the methodologies and 

issues of this research field. The methodologies and implementation of the proposed 
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algorithm are discussed in Chapter 3 and Chapter 4. The results of this research were 

analysed and discussed in Chapter 5. Chapter 6 discusses the achievements and 

contributions of this research.
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