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ABSTRACT 

Privacy Preserving Data Mining (PPDM) has recently become an important 

research area. There are some issues and problems related to PPDM have been 

identified. Information loss occur when the original of data are modified to keep the 

privacy of those data. Effects of PPDM also cause the level of data quality become 

lower. Aim of this research is to minimize information loss and increase the accuracy 

of mining result while maintaining the privacy level of data. A randomization approach 

based on anonymization and clustering algorithms are proposed in order to minimize 

the information loss and improve the accuracy of data clustering quality for PPDM 

results. Anonymization method is used in order to generalize and supress the data and 

limit the disclosure risk. Besides, the accuracy of data mining results could be 

increased by applying clustering using K-Means and EM algorithms. Labor dataset is 

used in this research and all instances are numerical value. WEKA tool is used to 

perform clustering algorithm on the labor dataset. Outcome for this research is the 

privacy level of dataset was increased while the information loss is minimized. The 

experimental results also show that the proposed method provides better result in 

privacy level of data mining.   
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CHAPTER 1 

 

 

 

INTRODUCTION 

 

 

 

 

1.1 Overview 

 

 

Nowadays, technology has developed rapidly that it becomes really advanced 

in short amount of time. Technologies have become the heart of modern daily life, it 

acts as medium in helping people in their jobs. Every process nowadays done by using 

computational devices which process all the information and are stored digitally. 

Those information can be anything such as peoples' information, research progress, 

strategies, products' information, marketing information, and etc. which can be crucial 

to certain or several involved entities. Thus, they are stored with security provision in 

mind, which prevent them to be accessed by unauthorized person. Information and 

communication technology, high performance hardware components such as 

processor and storage capacity, rapid and efficient access to social networks, advanced 

database technologies, among other factors, have made it possible to generate high 

volume of data efficiently. Reduction in cost of hardware, computerization of many 

tasks and access to the technologies also contribute greatly to the efficient production 

of data. 

 

 

Data, to be meaningful, need to be processed and analyzed to generate useful 

information out of it. The process of information generation from data is mostly 

applicable to small-scale data. As security itself become crucial with the advancement 

of technology, threats to them are also growing. It needs to be set in mind that 

providing security does not fully satisfied the safety of the information, some of the 

stored information itself needs to be shared or published for certain reasons. Those 
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information/data then mined to achieve the purpose of their publication or sharing 

activities which results important information and knowledge. This process is called 

Data Mining. The act of data mining itself could lead an important knowledge or 

sensitive information to be stolen or breach with or without the owner knowing 

because the data source is out of the owner’s control. Data mining is a domain that 

involves many methods from many areas such as statistics, database management, 

information retrieval, data warehousing, machine learning and pattern recognition 

(Patel and Donga, 2015). There are three basic data mining techniques, which are 

classification clustering and association rule. 

 

 

Classification, as the name implies, involves assigning class value to an 

instance of database/dataset. Before the actual classification stage, learning stage 

should take place. At the learning stage, sample dataset, known as training set, with 

class labels for each instance is provided. Based on class labels of the training set, 

classifiers or models are generated. Next stage is the actual classification. Given an 

instance of dataset, whose class value is unknown, a classifier is employed to estimate 

appropriate class value to the instance. Classification is categorized as supervised 

learning because class labels are predefined in the training set (Patel and Donga, 2015). 

Clustering involves grouping of instances, based on similarities in their attribute 

values. Each group or cluster is given a description label. Unlike classification, 

clustering is categorized as unsupervised learning. This is because the clusters’ labels 

are not predefined (Jain and Srivastava, 2013). 

 

 

As the technology for generating data and mining it improves, threat to data 

security and privacy also increases, which creates data privacy concern. In the case of 

data mining, privacy preserving data mining PPDM, emerged as a general research 

area and measure to preserve privacy in data mining.  
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1.2 Problem Background 

 

 

There are four main approaches used in privacy preserving data mining, which 

are data perturbation, condensation approach, anonymization, and cryptography. Each 

of the approaches has its own advantages and disadvantages. Such as data perturbation 

which protects against attribute disclosure and easy to implement but it provides less 

privacy and easier to breach (Kavitha and Vanathi, 2014). Condensation approach 

which provides better preservation but deemed as wasteful since the use of it no longer 

necessitates the redesign of data mining algorithm. Anonymization approach which is 

the most favorable approach that obfuscate data and protects against identity disclosure 

but not attribute disclosure. And also the cryptographic technique which offers a well-

defined model for privacy but less on performance and difficult to scale.  

 

 

Data perturbation is also called the randomization method in which it is used 

in the context of distorting the data (Aggarwal and Philip, 2008b), it can be done by 

using noise addition, multiplication or other more sophisticated approach (Traub et al., 

1984; Adam and Worthmann, 1989). Perturbation method protects information from 

attribute disclosure, it is a simple approach. However, because its simplicity, this 

approach is easier be broken and provides less privacy (Kavitha and Vanathi, 2014). 

Whereas, Data anonymization is used to protect personal identities while releasing the 

truth information. It limit the disclosure risk to suitable level whereas maximizing data 

utility (Kavitha and Vanathi, 2014). In order to limit the risks of revealing the key 

attribute, Samarati (2001) and Sweeney (2002) introduce the k-anonymity model. It is 

a model in which stated that every record in an anonymized table to be 

indistinguishable with at least k other records in the dataset (Samarati, 2001; Sweeney, 

2002). k-anonymity is the most technique used in data anonymization in Privacy 

Preserving Data Mining. It used the generalization and suppression for data 

anonymization while the information released are being truthful (Nayak and Devi, 

2011). It gives the user anonymity for at least 1/k probability for an individual to be 

related to the real tuple. 
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The information given before address the problem in privacy level of k-

anonymity method, k-Anonymity only provides protection against identity disclosure 

and not attribute disclosure whereas the perturbation methods provide opposite 

(Kavitha and Vanathi, 2014; Aggarwal and Philip, 2008b). A quasi-identifiers could 

also provide information because it uses a real values in range. Thus, a modified 

algorithm is proposed by perturbing the quasi-identifier attributes in k-anonymity 

algorithm in order to gives more protection of the information released. The 

perturbation method used is tree-based data perturbation method since it grouped the 

dataset into several subsets where it perturbed one attribute into its average value (Li 

and Sarkar, 2006). The grouping and resulting a same value is believes that it can help 

the anonymization process of k-anonymity since k-anonymization process grouped the 

dataset to minimal of k-1 similar value. 

 

 

 

 

1.3 Problem Statement 

 

 

There are some problems that rose during performing data mining process . 

Data mining process is a process to manage large database and pick the relevant 

information for some purposes. This process causes some information loss when 

transmitted through network medium. Some PPDM algorithms which have been 

introduced also reduce the data quality and accuracy of PPDM results. Labor dataset 

is important in organization since it contain all the account information of the company 

salary. Hence, the data privacy should be enhanced at all cost There are two main 

problems raised from large amount of dataset. Firstly, it is difficult to manage and easy 

to guess the correct value of dataset by intruders that lead to the privacy issues. Second 

is it is only some data needed to perform a task to select the only significant features 

and it decrease the accuracy level of PPDM results. The original values of data set are 

modified in order to preserve the data privacy which causes the damage on original 

values of data and decrease the accuracy of PPDM results. 
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1.4 Research Goal 

 

 

The goal of this research is to minimize information loss and increase the mining result 

accuracy in term of privacy level and data clustering quality for privacy preserving 

data mining. In order to achieve this, enhanced PPDM approach was proposed by the 

anonymization of data with clustering algorithms where the dataset are firstly 

normalized then using against k-means and EM clustering algorithm. 

 

 

 

 

1.5 Research Objective 

 

 

In order to accomplish the aim of this project, a few objectives have been identified:  

 

a) To apply anonymization technique for privacy preservation 

 

b) To cluster the labor dataset using k-means and EM algorithm. 

 

c) To evaluate the privacy preservation data mining (PPDM) using accuracy 

and data loss metrics. 
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1.6 Research Questions 

 

 

In order to investigate these questions, the project considers the following 

questions to answer the above hypotheses: 

 

a) How to minimize the information loss and increase the accuracy in PPDM? 

 

b) How to normalize and generalize the dataset? 

 

c) How to perform experiment of the proposed method and evaluate the 

performance? 

 

 

 

 

1.7 Scope of Study 

 

 

a) Scope is very important in any research and project as it can limit the area 

of research to a specific field and make sure that the research or project is 

not out from its early defined limitations. The scopes in this project are:  

b) The dataset being used in the study are labor dataset which predict 

whether the income increase each year in 3 years duration. 

c)  The dataset is in term of numerical value. 

d)  The data mining software which is used for implementing the evaluation 

is Weka 3.8.3. 

e)  The process implementation and analysis are done using ARX 

Anonymization Tools and WEKA tool. 
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1.8 Significance of Study 

 

 

The study is becoming significant due to the lack of privacy in data mining 

techniques. This research is to provide the optimal privacy preservation in data mining 

by minimizing the information loss during mining task and increasing the accuracy of 

mining result. This research was an enhanced PPDM approach which can minimize 

the information loss during mining task. The accuracy of data mining results can be 

increased while keeping the integrity of data. Hence, PPDM approach proposed can 

perform an optimal privacy preserving data mining for more sanitized dataset. 

 

 

In this thesis, we have discussed several other ways of privacy preserve 

techniques.  We discussed other existing methods to make data mining happen in a 

secure way. We have discussed these techniques in detail in Chapter 2 and their 

contribution in preserving privacy during data mining process is also included. 

 

 

 

 

1.9 Structure of the Thesis 

 

 

This project paper contains five chapters as follow: 

 

 

Chapter two briefly explain about the databases and data mining, the nature of 

privacy preserving data mining, the existing methods in privacy preservation alongside 

with the weaknesses which reduce threats and create risks for the system. Then, the 

existing methods and solutions for the threats will be discussed and analyzed in order 

to find research gap where the significant of the study exist. 
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