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Abstract. Recent advancement in scanning technologies has allowed an object to be 

represented in the 3D point cloud, which is an effective way to represent the overall view of the 

data and can be used for many purposes, such in manufacturing and visualization. However, 

the challenges in handling point cloud data are the noise and massive amount of data. 

Therefore, this study carries out a denoising process to remove the noise and reduce the size of 

data using statistical filtering. The process starts with neighboring points calculation using 

𝑘𝑁𝑁. Then, the points are filtered using the statistical filtering method. This paper used 3D 

points of Armadillo and Stanford bunny retrieved from Point Clean Net database. To accelerate 

the performance of the distance calculation in 𝑘𝑁𝑁 the process is executed on the CPU-GPU 

algorithm. The results show that the statistical filter has removed an amount of noise and 

preserved the features of the data. For the developed CPU-GPU platform, it is shown that the 

efficiency has accelerated the distance calculation process more than 700×. 

1.  Introduction 

The 3D point cloud, a powerful  representation of objects contributes to many research fields such as 

object recognition, human identification and virtual reality [1–2]. Point cloud presentation has wide 

application ranging from scanning small objects up to modeling a city [3]. This is because it can use 

low-cost devices with freely available algorithms [4]. The source of point clouds can be from 3D 

scanner, human-machine interaction and other devices exposed to the unnecessary environment. 

Therefore, the point cloud is inevitably suffering from noise contamination and outliers. Other factors 

that contribute to the noise is the restrictions of sensors, the defect of the device, the lighting or 

reflective nature of the studied object [1–5]. 
A strong method to remove the noise is the filtering method, an essential preprocessing phase. This 

phase is necessary to obtain accurate point clouds that are suitable for further processing such as 
modelling and reconstruction. The key purpose of filtering is to effectively eliminate the undesired 
data known as noise and preserve the important features of the object [1–5–6]. However, the challenge 
of each filtering method is either poor flexibility or high computational complexity [7] 

Mushrooming methods have been developed in the literature for cloud points filtering. One of the 
existing methods is the bilateral filter, which builds a filter kernel directed by the point cloud. This 
method offers good feature-preserving but consumes high processing time [8]. Another method is 
using Mathematical morphology [9]. This method is implemented on LiDAR (Light Detection and 
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Ranging) data where the point is assigned to the corresponding grid in the plane coordinate. Other 
methods can be classified as statistical-based, neighborhood-based, projection-based, PDEs-based and 
signal processing based [1]. In addition, there is a hybrid filtering which combine at least two filtering 
method in order to get a better result. [10] employs three classical filters: low-pass, high-pass and 
band-pass filters to eliminate the noise in ECG signal. This study choose the statistical filtering 
method from [11] since it is suitable for the nature of the point cloud. This method removes sparse 
outliers by considering the neighbor distances (𝑘𝑁𝑁) in the raw dataset. 

A reason of the rapidly developed filtering method is the advancement of the scanning device. As 
the 3D machines are becoming more advanced, the size of the clouds is getting larger and larger [6] 
and the filtering process will be consuming approximately 60% to 80% of the processing time [9]. 
Consequently, this study took an initiative to execute the filtering process on the CPU-GPU platform 
with CUDA, which will be discussed in the next section. The mathematical background of the 
statistical filter is discussed in section 3. The method is applied on the Armadillo and Stanford bunny 
data and elaborated in section 4. Finally, this paper ends with conclusion. 

 

2.  The CPU-GPU Platform with CUDA 

The Graphical Processing Unit (GPU) was first introduced as a graphic card for gaming purpose. 

Recently, the use of GPU has been expanded to assist high computing since it increases the computing 

performance [12]. The use of GPU is a must nowadays especially to support deep learning such as in 

image classification [13], character selection [14], job scheduling [15] and managing economics [16]. 

This technology can replace the current parallel method using  multiple CPU memories such as in 

[17].  

The use of GPU in computing has been applied in many areas, for example in modelling ice 

thickness [18], modelling EEG signal [19], generating 2D font [20], reconstructing 3D image of 

various data such as brain [21], and human head [22–23]. GPUs are composed of thousands of cores 

or threads. The data is transmitted to the GPU via the defined functions called kernels. These kernels 

run in parallel in the assigned cores. The threads are grouped in several blocks which form grids. The 

illustration of GPU is given in Figure 1. 

 

 

 
 

Figure 1. The GPU Illustration [24] 
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For each point, 𝑝𝑖, calculate the distance, 

𝑑𝑖,𝑗  from other points, 𝑝𝑗, in the dataset. 

For 𝑑𝑖,𝑗 < 𝑘𝑁𝑁 

 Compute mean distance, 𝑥𝑖 in the 

neighbourhood of 𝑝𝑖 

 Compute the mean distance, 𝑥𝑚𝑒𝑎𝑛 and 

the standard deviation 𝜎 for the dataset 

 Compute the threshold, 𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  

Is 𝑥𝑖 < 𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  

Noisy cloud points, 𝑝𝑖 

Filtered cloud points, 𝑝𝑖 

Remove point 

Kernel 
transmission 

CPU (HOST)                                                                                               GPU (DEVICE) 

Based on Figure 1, the entire general process is done sequentially in CPU. However, at least one of 

the processes can be transferred to the GPU to be executed in parallel. This study used Compute 

Unified Device Architecture (CUDA) as its parallel programming platform. 

 

3.  Statistical Filtering 

This study employs the statistical filtering method from [11] as shown in Figure 2. 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The statistical filtering process on the CPU GPU Platform 

 
The original statistical filtering is shown in the CPU (HOST) column. However, since this study is 

considering a huge amount of data points, the distance calculation process is executed on the GPU as 
shown in the GPU (DEVICE) column. The transmission means the data transmission from the host to 
the device. The statistical filtering process starts by grouping the data points based on K-nearest 
neighbor (𝑘𝑁𝑁) or neighbors within radius method [8]. In this study, three different values of k are 
tested which is 1,3 and 5.  

In the next step, the mean distances for each neighborhood is calculated as 𝑥1, 𝑥2, 𝑥3 … 𝑥𝑛 where, 
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𝑥𝑖 =
∑ 𝑑𝑗

𝑘
𝑗=1

𝑘
 , (𝑖 = 1,2,3, … 𝑛) (1) 

After that, the mean distance for the dataset and the standard deviation are calculated as,  

 

𝑥𝑚𝑒𝑎𝑛 =
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
  

 

𝜎 = √
1

𝑛
∑(𝑥𝑖 − 𝑥𝑚𝑒𝑎𝑛)2

𝑛

𝑖=1

 

(2) 

respectively. Finally, the threshold to decide whether to remove or retain the point is calculated as,  

 

𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =  𝑥𝑚𝑒𝑎𝑛 +  𝑠𝑡𝑑𝑚𝑢𝑙 ∗ 𝜎 (3) 

In the threshold, 𝑠𝑡𝑑𝑚𝑢𝑙  represents the standard deviation multiple depending on the size of the 
cloud points. Points that having too high average distance where 𝑥𝑖 ≥ 𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  are considered as 
outliers and will be removed. 

 

4.  Results and Discussion 

This study employed a CPU-GPU platform. The CPU computation is carried out using MATLAB 

R2019a software on a laptop equipped with NVIDIA GPU as given in Table 1.  

 

Table 1. Hardware Specification 

CPU 

Computer  Laptop Nitro AN515-52 
Processor with Intel (R) CORE (TM) i5-8300H (2.30GHz) 
RAM 4.00 GB 
OS Windows 10 64-bit 
GPU 

Name GeForce GTX 1050 
Compute Capability 6.1 
Max Thread Block Size [1024 1024 64] 

 

Before further discussion on the filtering method, the efficiency of the GPU algorithm is presented. 

As shown in Figure 2 before, the distance calculation process is executed on the GPU. This is because, 

n data points require 𝑛 (
𝑛−1

2
) number of processes for distance calculation. This study uses as many as 

60000 data points which involves about 1.8 billion distance calculation process. This huge amount of 

data cannot be afforded by CPU-alone and need to be executed on the GPU. The comparison of 

processing time of CPU and GPU for a certain amount of data is presented in Figure 3. 
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Figure 3. The execution time of CPU and GPU for different number of data points 

 

In Figure 3, there are only 104 datapoints because CPU cannot compute more than that amount in 

this case. For 101 and 102, the GPU execution times are 1.7× higher than the CPU. This suggests that 

101 and 102 number of data are not big enough to be executed on the GPU. Thus, the execution time 

is wasted for the data transmission instead of computation. The efficiency of GPU can be observed at 

103 where the GPU is 6.7× faster than the CPU and accelerated to 732.9× faster for 104 number of 

data points. Therefore, the developed algorithm is suitable to be implemented for the statistical 

filtering. 

The developed CPU-GPU algorithm is tested on armadillo and Stanford bunny dataset, two widely 

used dataset from Point Clean Net [25]. The datasets have been widely used in previous works and act 

as a benchmark of a successful reconstructed image. Both datasets are analysed based on three 

different data size which are 20 000, 40 000 and 60 000. This study focuses on filtering the Armadillo 

dataset using statistical filtering method. Three different amount of Armadillo dataset will be 

considered as given in Figure 4. 

  

 
(a) 20000 points (b) 40000 points (c) 60000 points 

 

Figure 4. The raw datapoints of Armadillo for 20000, 40000 and 60000 data points 

From Figure 4, the shape of Armadillo can be seen as low as 20000 points. The difference with the 

higher data points is the intensity of the data including the noise. Higher number of data points will 

give a better accuracy but at the same time become noisier. For Stanford bunny, only 20000 datapoints 

will be considered, to confirm the performance of the filtering method. The raw datapoints of Stanford 

bunny is given in Figure 5. 
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Figure 5. The raw datapoints of Stanford bunny with 20000 points 

 

The filtering process requires two parameters to be set manually: 𝑘𝑁𝑁 and 𝑠𝑡𝑑𝑚𝑢𝑙 . This study 

analyses the effect of the parameters by fixing the value of 𝑘𝑁𝑁 and varying the value of 𝑠𝑡𝑑𝑚𝑢𝑙 . 

Note that, this study has tested higher values of 𝑘𝑁𝑁 and 𝑠𝑡𝑑𝑚𝑢𝑙 and got a noisier result, and lower 

values have eliminated more false noise. As reference, this study set the value of 𝑘𝑁𝑁 as, 

 

𝑘𝑁𝑁 ≤ √𝑥𝑚𝑒𝑎𝑛 (4) 

 

Based on (4), the values of 𝑘𝑁𝑁 and 𝑠𝑡𝑑𝑚𝑢𝑙 have been narrowed to 𝑘𝑁𝑁 = 1,3,5 and 𝑠𝑡𝑑𝑚𝑢𝑙 =
0.02,0.05 for Armadillo. The results are shown in Table 2. 

 

Table 2. Number of data after the filtering process for Armadillo 
𝒌𝑵𝑵 = 𝟓 

𝒔𝒕𝒅𝒎𝒖𝒍  0.05 0.02 

Total data points 20000 40000 60000 20000 40000 60000 

Total removed points 
5105 

(25.5%) 

10170 

(25.4%) 

15356 

(25.6%) 

7568 

(37.8%) 

15017 

(37.5%) 

22734 

(37.9%) 

Total unremoved noise 
2166 

(14.5%) 

4896 

(19.6%) 

10984 

(24.6%) 

1177 

(9.5%) 

4896 

(19.6%) 

8546 

(22.9%) 

Threshold value 4.0992 4.1098 4.1081 2.8298 2.8375 2.8350 

𝒌𝑵𝑵 = 𝟑 

𝒔𝒕𝒅𝒎𝒖𝒍  0.05 0.02 

Total data points 20000 40000 60000 20000 40000 60000 

Total removed points 
7345 

(36.7%) 

14586 

(36.5%) 

22092 

(36.8%) 

12696 

(63.5%) 

25288 

(63.2%) 

38109 

(63.5%) 

Total unremoved noise 
1251 

(9.9%) 

5033 

(19.8%) 

8740 

(23.1%) 

344 

(4.7%) 

2567 

(17.4%) 

4722 

(21.6%) 

Threshold value 2.9153 2.9211 2.9189 1.6145 1.6173 1.6143 

𝒌𝑵𝑵 = 𝟏 

𝒔𝒕𝒅𝒎𝒖𝒍  0.05 0.02 

Total data points 20000 40000 60000 20000 40000 60000 

Total removed points 
9507 

(47.5%) 

18914 

(47.3%) 

28527 

(47.5%) 

16892 

(84.5%) 

33769 

(84.4%) 

50723 

(84.5%) 

Total unremoved noise 
730 

(7%) 

3883 

(18.4%) 

6965 

(22.1%) 

84 

(2.7%) 

1010 

(16.2%) 

1932 

(20.8%) 

Threshold value 2.2417 2.2468 2.2475 0.9230 0.9251 0.9250 

 

From the table, the threshold values are similar for the same 𝑘𝑁𝑁 and 𝑠𝑡𝑑𝑚𝑢𝑙  value, although the 

number of data points are increased. This is because the input data is unstructured. Although the 

number of data is increased by 20000, the positions of points are closed to the previous dataset. This 

situation has also affected the percentage of the removed points after the filtering process. Similarly, 

the percentages of removed data points are not significantly different for the same 𝑘𝑁𝑁 and 𝑠𝑡𝑑𝑚𝑢𝑙 .  

Different values of 𝑘𝑁𝑁 and 𝑠𝑡𝑑𝑚𝑢𝑙 gives the different accuracy of the produced image as shown in 

Figure 6. 
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(a)  𝑘𝑁𝑁 = 5, 𝑠𝑡𝑑𝑚𝑢𝑙 = 0.05 (b)  𝑘𝑁𝑁 = 3, 𝑠𝑡𝑑𝑚𝑢𝑙 = 0.05 (c)  𝑘𝑁𝑁 = 1, 𝑠𝑡𝑑𝑚𝑢𝑙 = 0.05 

 
  

(d)  𝑘𝑁𝑁 = 5, 𝑠𝑡𝑑𝑚𝑢𝑙 = 0.02 (e)  𝑘𝑁𝑁 = 3, 𝑠𝑡𝑑𝑚𝑢𝑙 = 0.02 (f)  𝑘𝑁𝑁 = 1, 𝑠𝑡𝑑𝑚𝑢𝑙 = 0.02 
 

 

Figure 6. The filtered Armadillo dataset for 20000 points 

 

From Figure 6, as the values of 𝑘𝑁𝑁 and 𝑠𝑡𝑑𝑚𝑢𝑙 decreased, more noise has been removed. For 

instance, Figure 6(a) contains 14.5% of noise, but it is reduced to 2.7% in Figure 6(f). However, it is 

obvious that some of the real points (Armadillo body) are also eliminated. The eliminated real points 

can be called false noise. This study choses Figure 6(b) as the best filtered data where 𝑘𝑁𝑁 = 3 and 

𝑠𝑡𝑑𝑚𝑢𝑙 = 0.05. This value will be used for comparison with other amount of datapoints. 

It can be observed that a part of the retained points still contains noise. The amount of this 

unremoved noise is increased with the increment of the number of points, but at the same time has 

improved the accuracy of the produced images. The comparison of the filtered data points for three 

different amounts of datasets of armadillo is shown in Figure 7. 

 

   

(a) 20000 points (9.9%) (b) 40000 points (19.8%) (c) 60000 points (23.1% noise) 

 

Figure 7. The comparison of filtered data points with unremoved noise for three difference number of 

points 

 

Based on Figure 7, higher number of data points will produce noisier image, but higher intensity of 

the real points will lead to the more accurate data interpretation.  

As mentioned before, this study decides the value of 𝑘𝑁𝑁 based on (4). Therefore, for the Stanford 

bunny dataset, the values of 𝑘𝑁𝑁and 𝑠𝑡𝑑𝑚𝑢𝑙  will not be the same as Armadillo as shown in Figure 8. 
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(a) 𝑘𝑁𝑁 = 0.5, 𝑠𝑡𝑑𝑚𝑢𝑙 = 0.02 (b) 𝑘𝑁𝑁 = 0.1, 𝑠𝑡𝑑𝑚𝑢𝑙 = 0.02 

Figure 8. The filtered Stanford bunny dataset for 20000 points 

 

Similarly, to Armadillo, a smaller value of 𝑘𝑁𝑁 has reduced a large amount of noise. However, the 

value cannot be called as the best value since a lot of false noise has also been eliminated as shown in 

Figure 8(b).  

 

5.  Conclusions 

Statistical filter is one of the reliable techniques for 3D cloud points filtering. However, the challenge 

in handling point clouds is the huge amount of the data. Thus, this paper has developed an algorithm to 

execute the filtering process on the CPU-GPU platform. The results show that the statistical filtering 

method can remove some of the noise but not totally cleanly. From the analyzed data, the largest 

leftover noise is 24.6% of the unremoved points. Therefore, it is suggested for future direction that, 

multiple-layer filtering methods to be used to ensure the accuracy of the result. In terms of the 

processing time, more steps will be executed on the GPU platform, and multiple GPUs will be 

employed to increase the efficiency of the algorithm. Despite all of the future improvement, this study 

has shown that statistical filtering of point cloud is suitable to implement the CPU-GPU platform. This 

method is a cost-effective method in terms of computation time and memory. 
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