
Journal of Physics: Conference Series

PAPER • OPEN ACCESS

Closure properties of bonded sequential insertion-
deletion systems
To cite this article: Wan Heng Fong et al 2021 J. Phys.: Conf. Ser. 1988 012075

 

View the article online for updates and enhancements.

You may also like
Dissemination of 14bp deletion/insertion
gene polymorphism of Human Leukocyte
Antigen class I (G) with recurrent
Spontaneous abortion in Baghdad
Roua Jamal Abdulkhaliq, Sabaa Taher
Mohammed, Hiba Mohammed Abdul
wahhab Alkhateeb et al.

-

How many preys could coexist with a
shared predator in the Lotka–Volterra
system?: State transition by species
deletion/introduction
Hiromi Seno, Victor P Schneider and
Toshihiko Kimura

-

Antifungal activity of biosynthesized silver
nanoparticles from Candida albicans on
the strain lacking the CNP41 gene
Darshan Dhabalia, Shareefraza J Ukkund,
Usman Taqui Syed et al.

-

This content was downloaded from IP address 161.139.222.41 on 26/05/2022 at 04:51

https://doi.org/10.1088/1742-6596/1988/1/012075
/article/10.1088/1742-6596/1294/6/062082
/article/10.1088/1742-6596/1294/6/062082
/article/10.1088/1742-6596/1294/6/062082
/article/10.1088/1742-6596/1294/6/062082
/article/10.1088/1751-8121/abadb8
/article/10.1088/1751-8121/abadb8
/article/10.1088/1751-8121/abadb8
/article/10.1088/1751-8121/abadb8
/article/10.1088/2053-1591/abcc83
/article/10.1088/2053-1591/abcc83
/article/10.1088/2053-1591/abcc83
/article/10.1088/2053-1591/abcc83
/article/10.1088/2053-1591/abcc83
/article/10.1088/2053-1591/abcc83
/article/10.1088/2053-1591/abcc83
/article/10.1088/2053-1591/abcc83
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsvRkc4yh57McD4USy7YYb2xsY51v71-KMru06JNawnYRyRwwsZ7O2vxbXOPpK8Be2BW1YWv-dkPG6TZHekR8XCLt-cEs5GtfABQZWVaNQ4yrVZTNhjQKzGxfQNTKv7kOgU4rBAeHzRiamMiRsRcC2GIT-lv8-5xx-RyKt8ccWqDtiKdpgF-xNUJYAHvQfhuWeo_gO9WJ4T6iuX4L4eExYmsnr7svD9J2BOEvVxJJhEB5rNX4YnJGKHaHPv-vNc8p0lH54UgzWRTKSnWK4T06x5s3HFLd1tfB7o&sig=Cg0ArKJSzGzypi2vYKpy&fbs_aeid=[gw_fbsaeid]&adurl=https://community.electrochem.org/eWeb/DynamicPage.aspx%3Fwebcode%3DEventInfo%26Reg_evt_key%3D798362dc-7e0c-42ba-aaf6-31c3418f151e%26RegPath%3DEventRegFees%26FreeEvent%3D0%26Event%3D241st%2520ECS%2520Meeting:%2520Vancouver,%2520BC,%2520Canada%26FundraisingEvent%3D0%26evt_guest_limit%3D9999


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

Simposium Kebangsaan Sains Matematik ke-28 (SKSM28)
Journal of Physics: Conference Series 1988 (2021) 012075

IOP Publishing
doi:10.1088/1742-6596/1988/1/012075

1

Closure properties of bonded sequential

insertion-deletion systems

Wan Heng Fong1, Ahmad Firdaus Yosman2, Hazzirah Izzati Mat
Hassim3

1,2,3 Department of Mathematical Sciences, Faculty of Science, Universiti Teknologi Malaysia,
81310 UTM Johor Bahru, Johor, Malaysia

E-mail: fwh@utm.my1, afirdaus49@graduate.utm.my2, hazzirah@utm.my3

Abstract. Through the years, formal language theory has evolved through continual
interdisciplinary work in theoretical computer science, discrete mathematics and molecular
biology. The combination of these areas resulted in the birth of DNA computing. Here, language
generating devices that usually considered any set of letters have taken on extra restrictions or
modified constructs to simulate the behavior of recombinant DNA. A type of these devices is
an insertion-deletion system, where the operations of insertion and deletion of a word have
been combined in a single construct. Upon appending integers to both sides of the letters in a
word, bonded insertion-deletion systems were introduced to accurately depict chemical bonds in
chemical compounds. Previously, it has been shown that bonded sequential insertion-deletion
systems could generate up to recursively enumerable languages. However, the closure properties
of these systems have yet to be determined. In this paper, it is shown that bonded sequential
insertion-deletion systems are closed under union, concatenation, concatenation closure, λ-free
concatenation closure, substitution and intersection with regular languages. Hence, the family
of languages generated by bonded sequential insertion-deletion systems is shown to be a full
abstract family of languages.

1. Introduction
In formal language theory, language generating devices are constructed by subjecting sets of
elements to predetermined rules of production. This way, a desired form of strings of elements
called words can be generated to form a language. A set of languages that share the same
properties is called a family. Usually, the family of languages are classified according to
their generative power, which goes from unrestricted (Type-0) to regular (Type-3) [1]. This
classification according to generative power creates the Chomsky hierarchy, giving an overview
of the computational capability of each family of languages.

On the other hand, families can also be classified according to their closure properties. If all
the languages in a family are closed under a specific operation, we say that the whole family is
closed under that operation. Otherwise, the family is not closed even if some of the languages
in that family are. The study of closure properties in formal language theory is similar to that
of set theory, which is one of the key components to this field, after all. The closure properties
of the families in the aforementioned Chomsky hierarchy have been presented in [2]. Besides
that, the closure properties of developmental systems have also been explored in [3, 4] while
the closure properties of some DNA-inspired language generating devices have been presented
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in [5–7].
In this research, the closure properties of the family of bonded sequential insertion-deletion

systems under certain operations are determined.
This paper is organized as follows: Section 1 provides the introduction to the paper with a

brief background of the research. Section 2 provides the preliminaries pertaining to the research,
including some literature review and important notations, definitions, and theorems. The main
results of the research are presented in Section 3, along with discussions. Lastly, Section 4 serves
as the conclusion to the paper.

2. Preliminaries
In this section, only a few important notations, definitions, and theorems are presented. For
supplementary and required reading, the reader may refer to [2, 8, 9] among others.

To begin with, an inclusion of a set A within a set B is denoted by A ⊆ B, and the proper
inclusion by A ⊂ B. A set of symbols or letters is called an alphabet, Σ, while the set of words
generated by operations on those letters is denoted by Σ∗. A language L over an alphabet Σ is a
subset of the set Σ∗. Furthermore, a family of languages L is a set of languages. In addition, the
empty word is denoted by λ. For any word w, the length of the word is denoted by |w|, where
the length of the empty word is 0.

As mentioned previously in Section 1, the Chomsky hierarchy describes the inclusion of one
family within another, depicting the generative power of the formal grammars that generate the
families. The Chomsky hierarchy is presented in Theorem 2.1.

Theorem 2.1 [9] (The Chomsky hierarchy) The following strict inclusions hold:

L(REG) ⊂ L(CF) ⊂ L(CS) ⊂ L(RE).

Note that L(REG),L(CF),L(CS),L(RE) denote the families of regular languages, context-
free languages, context sensitive languages and recursively enumerable languages, respectively.

In this research, we would like to determine the closure properties of L(bSINSDEL) under
specific operations. By doing so, we are able to determine whether it is a full abstract family
of languages (full AFL). To that end, we first require the definition of closure, provided in
Definition 2.1.

Definition 2.1 [2] A family of languages L is closed under a certain operation Ω if and only
if the language L′ obtained whenever Ω is applied to an L ∈ L belongs to the same family, such
that L′ ∈ L.

Next, the formal definitions of the operations involved in this research are presented in the
following.

Definition 2.2 [2] Let L1 and L2 be two languages.

(i) The union of L1 and L2 is defined as

L1 ∪ L2 = {P | P ∈ L1 or P ∈ L2}.

(ii) The intersection of L1 and L2 is defined as

L1 ∩ L2 = {P | P ∈ L1 and P ∈ L2}.
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(iii) The concatenation of L1 and L2 is defined as

L1L2 = {P1P2 | P1 ∈ L1 and P2 ∈ L2}.

Consequently, Li, i ≥ 0 is the language obtained by concatenating i copies of L.

(iv) The concatenation closure of L, denoted by L∗ is defined as the union of all powers of L,
such that

L∗ =

∞⋃
i=0

Li, where L0 = {λ}.

Additionally, the λ−free concatenation closure of L, L+ is the union of all positive powers
of L, such that

L+ =

∞⋃
i=1

Li.

Definition 2.3 [2] Let Σ be an alphabet and Σ∗ the set of all words over the alphabet Σ. For
each letter a of an alphabet Σ, let σ(a) be a language over an alphabet Σa. Furthermore, let

σ(λ) = λ, σ(PQ) = σ(P )σ(Q), for P,Q ∈ Σ∗.

The mapping σ from Σ∗ into 2Σ′ , where Σ′ is the union of all alphabets of Σa, is called a
substitution. For a language L over Σ,

σ(L) = {Q | Q ∈ σ(P ) for some P ∈ L}.

From there, a homomorphism is defined as a substitution where each σ(a) consists of only one
word.

Now, we shall provide the definition for AFL and full AFL.

Definition 2.4 [2] A family of languages L is termed an abstract family of langauges (AFL)
if and only if it contains a nonempty language, and is closed under union, λ-free concatenation
closure, λ-free homomorphism, inverse homomorphism, and intersection with regular languages.
An AFL is termed full if and only if it is closed under arbitrary homomorphism.

The systems involved in this research involve the bonding alphabet, which is made up of
letters that have been appended with integers on each of its sides. These integers serve as bonds
so that words can only be formed if the bonds between two letters fit. The bonding alphabet
was introduced by Fong et al. in [10], where the concept of bonded systems was first brought
to light. These systems, which now consist of a slew of variants for both insertion and deletion
systems [6, 11–13], were introduced to model the formation/deformation of chemical bonds of
DNA molecules during DNA recombination.

The mechanism of the bonded alphabet is explained in more detail in Definition 2.5.



Simposium Kebangsaan Sains Matematik ke-28 (SKSM28)
Journal of Physics: Conference Series 1988 (2021) 012075

IOP Publishing
doi:10.1088/1742-6596/1988/1/012075

4

Definition 2.5 [10] Let Z be the set of integers as well as

Z−0 = {. . . ,−2,−1, 0} and Z+
0 = {0, 1, 2, . . .}.

Let Σ be an alphabet. Then, the set BΣ = Z+
0 × Σ × Z−0 is a bonding alphabet over Σ. An

element (i, a,−j) of BΣ is called a letter a with left bond i and right bond −j. To simplify the
presentation, [ia−j ] is written instead of (i, a,−j) for a letter a from BΣ.
Let

w = [i0a1i1 ][i2a2i3 ][i4a3i5 ] · · · [i2n−2ani2n−1
]

be a non-empty sequence of letters from BΣ, where n is an integer. The sequence w is said to be
well-formed if all bonds fit, i. e., i2j−1 + i2j = 0, for 1 ≤ j ≤ n− 1. If additionally, i0 + i2n−1 = 0
holds, then w is said to be a balanced word. If i0 + i2n−1 6= 0, then the word is said to be
unbalanced. Moreover, a word is neutral if i0 = i2n−1 = 0.
For a well-formed word

w = [i0a1−i1 ][i1a2−i2 ][i2a3−i3 ] · · · [in−1an−in ],

the word w is said to have the left bond i0 and the right bond −in as the outer bonds and
i1, . . . , in−1 as inner bonds. If the inner bonds are not of interest, then the word is written as

[i0a1a2a3 · · · an−in ].

The set of all well-formed words built from letters of BΣ including the empty word is referred
to as B∗Σ and the set of all balanced words built from letters of BΣ including the empty word is
referred to as B~Σ . By definition, B~Σ ⊂ B∗Σ.
The empty word is the neutral element of both structures B∗Σ and B~Σ , written as [i0λ−i0 ] for
some number i0 ∈ Z+

0 . The empty word is always a balanced word.
The length of a bond word w from B∗Σ or B~Σ is denoted by |w| and is equal to the number of
letters in w. In particular, the empty bond word is of length 0.

Once the derivation process has ended, the words generated by bonded systems will still
contain bonds on each letter, which does not allow us to compare the language generated with
languages of other families, especially those in the Chomsky hierarchy. This would make it
difficult to classify the languages generated by bonded systems. Therefore, to remove the bonds
while still retaining the well-formedness of the words, the bond erasing homomorphism has been
introduced, as defined in Definition 2.6.

Definition 2.6 [10] The bond erasing homomorphism is a homomorphism

hbe : B~Σ → Σ∗ defined by hbe([ia−j ]) = a for every [ia−j ] ∈ BΣ.

From there, an insertion-deletion system [14] that works on the bonding alphabet has been
constructed, where the language generated by the system contains bond words under the bond
erasing homomorphism. Introduced in [13], the bonded sequential insertion-deletion systems
(bSINSDEL-systems) combine bonded insertion systems and bonded deletion systems to increase
the generative power to RE. There, the family generated by bSINSDEL-systems has indeed been
shown to be equivalent to the family of recursively enumerable languages, L(RE) also known as
the family generated by Type-0 grammars, denoted by L0.

Generally, we seek to increase the generative power of language systems to RE to achieve
computational completeness. By Church’s Thesis in [15], a computationally complete system
can carry out any real-world computation by way of a Turing machine.

Formally, bSINSDEL-systems are defined as follows.



Simposium Kebangsaan Sains Matematik ke-28 (SKSM28)
Journal of Physics: Conference Series 1988 (2021) 012075

IOP Publishing
doi:10.1088/1742-6596/1988/1/012075

5

Definition 2.7 [13] Let Σ be a finite alphabet, A ⊆ B~Σ be a finite set of axioms that contains
only neutral words, and I,D ⊆ B∗Σ be a finite set of insertion strings and deletion strings,
respectively, such that the insertion strings in I and the deletion strings in D need not be
balanced. A bonded sequential insertion-deletion system (bSINSDEL-system) is a quadruple
σ = (Σ, A, I,D), where the derivation relation ⇒ of a bSINSDEL-system σ = (Σ, A, I,D) is
defined as follows: for any α ∈ A, α⇒σ β, β ∈ B~Σ if and only if at least one of the following is
true:

• α = uv for two words u, v ∈ B∗Σ and there exists an insertion string δ ∈ I such that β = uδv.

• α = uδ′v for two words u, v ∈ B∗Σ and there exists a deletion string δ′ ∈ D such that β = uv.

By definition, concatenation and quotient to the left and right is also possible. The reflexive
and transitive closure of ⇒σ is denoted by ⇒∗σ. If there is no risk of ambiguity, ⇒ and ⇒∗
are written instead of ⇒σ and ⇒∗σ, respectively. The language generated by a bSINSDEL-
system σ = (Σ, A, I,D) is defined as

L(σ) = {hbe(β) | there is an axiom α ∈ A such that α⇒∗σ β },

where hbe is the bond erasing homomorphism.
The family of all languages generated by bSINSDEL-systems is denoted by L(bSINSDEL).

To clarify the construction of bSINSDEL-systems, the following example is provided.

Example 2.1 Let σ1 = ({a, b, c}, A, I,D) be a bSINSDEL-system, where

A = {[0a−1][1b−2][2c0]},

I = {[1a−1], [2b−2][2c−2], [0p−5]},

D = {[0p−5]}.

Here, it is shown that the bSINSDEL-system σ1 generates the context-sensitive language

L = {anbncn, n ≥ 1}.

First, the word abc is obtained directly from the axiom.
Next, the word a2b2c2 is obtained from the derivation as follows:

[0a−1][1b−2][2c0] ⇒ [0a−1][1b−2][2c0][0p−5]
⇒ [0a−1][1a−1][1b−2][2c0][0p−5]
⇒ [0a−1][1a−1][1b−2][2b−2][2c−2][2c0][0p−5]
⇒ [0a−1][1a−1][1b−2][2b−2][2c−2][2c0].

Then, the word a3b3c3 is obtained from the derivation as follows:

[0a−1][1b−2][2c0] ⇒ [0a−1][1b−2][2c0][0p−5]
⇒ [0a−1][1a−1][1b−2][2c0][0p−5]
⇒ [0a−1][1a−1][1a−1][1b−2][2c0][0p−5]
⇒ [0a−1][1a−1][1a−1][1b−2][2b−2][2c−2][2c0][0p−5]
⇒ [0a−1][1a−1][1a−1][1b−2][2b−2][2b−2][2c−2][2c−2][2c0][0p−5]
⇒ [0a−1][1a−1][1a−1][1b−2][2b−2][2b−2][2c−2][2c−2][2c0].

Subsequently, the derivations for the remaining words are done in the same way, that is, the
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insertion rule [0p−5] must be used in the first step. This rule, called the unbalancing rule ensures
that the sentential forms of words not in the form of anbncn do not appear in the generated
language due to the unbalanced structure. This is because only balanced words appear in the
language as stated in Definition 2.7.
Next, the insertion rule [1a−1] is used followed by either the insertion rule [1a−1] or the insertion
rule [2b−2][2c−2], depending on the length of the word to be generated. The rule [2b−2][2c−2]
must be inserted as many times as the rule [1a−1]. Also, in each derivation, the rule [1a−1] can
be inserted wherever it fits but the rule [2b−2][2c−2] can only be inserted in between the letters
b and c to retain the desired form.
At the end of the derivation sequence, the rule [0p−5] is then deleted to form a balanced word,
now in the form of anbncn.
By repeating these steps ad infinitum, the desired language

L(σ1) = {anbncn, n ≥ 1}

is obtained.

By using the concepts presented in this section, we now determine the closure properties of
bSINSDEL-systems.

3. Results
The closure properties of bSINSDEL-systems are determined by whether there exists a system
that generates the language obtained under a specific language operation. The language
operations are union, concatenation, concatenation closure, λ-free concatenation closure,
substitution, and intersection with regular languages. In this section, it is shown that
L(bSINSDEL) is closed under all the aforementioned operations, making it a full abstract family
of languages [2].

First, closure under union is shown.

Theorem 3.1 L(bSINSDEL) is closed under union.

Proof Let σ1 = (Σ1, A1, I1, D1) and σ2 = (Σ2, A2, I2, D2) be two bSINSDEL-systems, where
L1 and L2 are the languages generated by σ1 and σ2, respectively. To generate the language
L1 ∪ L2, construct the bSINSDEL-system σ = (Σ, A, I,D), where

Σ = Σ1 ∪ Σ2,

A = A1 ∪A2,

I = I1 ∪ I2,

D = D1 ∪D2.

Clearly, any word in L1 ∪ L2 can be generated by σ since all of the insertion rules and deletion
rules of σ1 and σ2 are contained in the insertion set and deletion set of σ, respectively. If there
are positions where insertion or deletion rules from σ1 can be applied to the axiom or words
from σ2, and vice versa, the sequential derivation of σ provides the option to not do so.
Therefore,

L(σ) = L1 ∪ L2.

Next, it is shown that the family of bonded sequential insertion-deletion systems is
closed under concatenation.
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Theorem 3.2 L(bSINSDEL) is closed under concatenation.

Proof Let σ1 = (Σ1, A1, I1, D1) and σ2 = (Σ2, A2, I2, D2) be two bSINSDEL-systems, where
L1 and L2 are the languages generated by σ1 and σ2, respectively. To generate the language
L1L2, where all the words are the result of appending a word from L2 onto the right-end of a
word from L1, construct the bSINSDEL-system σ = (Σ, A, I,D), where

Σ = Σ1 ∪ Σ2,

A = A1A2,

I = I1 ∪ I2 ∪ {[0p−k] | k ≥ 1},

D = D1 ∪D2 ∪ {[0p−k] | k ≥ 1}.

Here, the system σ generates all words in the language L1L2 in a sequential way by using the
respective insertion or deletion rules according to positions from their respective systems. Recall
that all words in A1 and A2 are neutral, thus have 0 as the outer bonds, which makes it possible
for the concatenation of the axioms. To preserve the desired form, the unbalancing rule [0p−k]
is used.
Therefore,

L(σ) = L1L2.

Furthermore, the closure of L(bSINSDEL) under concatenation closure and consequently
λ-free concatenation closure is shown.

Theorem 3.3 L(bSINSDEL) is closed under concatenation closure.

Proof Let σ1 = (Σ1, A1, I1, D1) be a bSINSDEL-system, where L1 is the language generated
by σ1. To generate the language L∗1, where all the words are the result of repeating the same
word from L1 any number of times, construct the bSINSDEL-system σ = (Σ, A, I,D), where

Σ = Σ1,

A = A1,

I = I1 ∪A1 ∪ {[0p−k] | k ≥ 1},

D = D1 ∪ {[0p−k] | k ≥ 1}.

Here, the system σ generates all words in the language L∗1 by either first following the sequential
derivation of the original system σ1 or inserting any number of axioms to satisfy the catenation
of L1 onto itself before applying the rules. Again, to preserve the desired form, the unbalancing
rule [0p−k] is used.
Therefore,

L(σ) = L∗1.



Simposium Kebangsaan Sains Matematik ke-28 (SKSM28)
Journal of Physics: Conference Series 1988 (2021) 012075

IOP Publishing
doi:10.1088/1742-6596/1988/1/012075

8

Theorem 3.4 L(bSINSDEL) is closed under λ-free concatenation closure.

Proof The proof follows from Theorem 3.3 and Theorem 3.3 [2], which states that for any L
in a family of languages of type i, denoted by Li, 0 ≤ i ≤ 3, the language L+ is also a member
of the same family of languages. We know from [13] that L(bSINSDEL) = L0. Therefore, for
all L ∈ L(bSINSDEL), L+ ∈ L(bSINSDEL).

Next, closure under substitution is shown, which implies that L(bSINSDEL) is closed under
arbitrary homomorphism, including λ-free homomorphism and inverse homomorphism [2].

Theorem 3.5 L(bSINSDEL) is closed under substitution.

Proof Let σ = (Σ, A, I,D) be a bSINSDEL-system, where

Σ = {u1, u2, u3, ..., ur}.

Let s : Σ → Σ∗i be a substitution defined by s([kui−l]) = [kωi−l], where Σi is the alphabet of
some bSINSDEL-system σi = (Σi, Ai, Ii, Di). The language generated by bSINSDEL-system σ,
L(σ) under the substitution s is denoted by s(L(σ)).
Now, construct a bSINSDEL-system σ′ = (Σ′, A′, I ′, D′), where

Σ′ = {s(ui) | 1 ≤ i ≤ r},

A = {s(α) | α ∈ A},

I = {s(ι) | ι ∈ I},

D = {s(δ) | δ ∈ D}.

Here, the language generated by bSINSDEL-system σ′, L(σ′) = s(L(σ)) and obviously
L(σ′) ∈ L(bSINSDEL).
Therefore, L(bSINSDEL) is closed under substitution. Again, since L(bSINSDEL) = L0,
Theorem 3.5 in [2] applies, which means that L(bSINSDEL) is closed under arbitrary
homomorphism, subsequently closed under both λ-free homomorphism and inverse
homomorphism.

Lastly, it is shown that the family of bSINSDEL-systems is closed under intersection
with regular languages.

Theorem 3.6 L(bSINSDEL) is closed under intersection with regular languages.

Proof Let σ1 = (Σ1, A1, I1, D1) and σ2 = (Σ2, A2, I2, D2) be two bSINSDEL-systems, where
L1 and L2 are the languages generated by σ1 and σ2, respectively.
If L1∩L2 = ∅, then there is no need to construct a bSINSDEL-system to generate the resulting
language.
Otherwise, if L1 ∩ L2 6= ∅, then there must be a bSINSDEL-system σ = (Σ, A, I,D) such that
the language generated by σ, L(σ) is equal to the interesecting language, such that

L(σ) = L1 ∩ L2.

To this end, firstly, let

L1 ∩ L2 = {ωi1 , ωi2 , ωi3 , ..., ωin | i = 1, 2, 3, ...},
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where ωik , k = 1, 2, 3, ..., n are words in L1 ∩ L2 arranged by ascending of length and
ωi, i = 1, 2, 3, ... are all possible forms of the words in L1 ∩ L2.
Next, construct a bSINSDEL-system σ = (Σ, A, I,D), where

Σ = Σ1 ∪ Σ2,

A = {ωi | i = 1, 2, 3, ...},
I = I1 ∪ I2 ∪ {[0p−k] | k ≥ 1},
D = D1 ∪D2 ∪ {[0p−k] | k ≥ 1}.

Thus, all possible forms of the words in L1 ∩ L2 are generated by the bSINSDEL-system σ
by using the shortest words of each possible form as the axioms and applying the necessary
insertion and deletion rules. The unbalancing rule [0p−k] is included in case the rules in I1 ∪ I2

and D1 ∪D2 are insufficient to generate the desired words.
Therefore, for any two languages L1 and L2 in L(bSINSDEL), there exists another language
generated by a bSINSDEL-system L(σ) such that

L(σ) = L1 ∩ L2.

Now, since L(REG) ⊂ L(RE) [9] and L(bSINSDEL) = L(RE) [13], we have

L(REG) ⊂ L(bSINSDEL).

Therefore, let L2 ∈ L(REG) and the proof is complete.

Finally, it has been shown that L(bSINSDEL) is closed under all the necessary operations
that qualify it as a full AFL, as summarized in Theorem 3.7.

Theorem 3.7 L(bSINSDEL) is a full AFL.
Proof This theorem is a direct result of the closure results presented in Theorems 3.1-3.6.

4. Conclusion
In this research, the closure properties of the family of language generated by bonded sequential
insertion-deletion systems L(bSINSDEL) have been determined, where it is closed under
the operations of union, concatenation, concatenation closure, λ-free concatenation closure,
substitution, and intersection with regular languages. Hence, we conclude that L(bSINSDEL) is
a full AFL. This result is consistent with the established theorem that L(RE) is a full AFL [2].
Since L(bSINSDEL) is equal to L(RE) as proven in [13], then L(bSINSDEL) must also be a full
AFL.

The next step in this research would be to study the computational complexity of bSINSDEL-
systems. This would act as another way of classifying the bonded systems in a more theoretical
computer science-centric sense. The results could prove to be handy for those looking to build
abstract computers using these systems. Other than that, we also suggest that the closure
properties of bonded parallel insertion-deletion systems (bPINSDEL-systems) be determined.
Some extra steps may be required to account for the parallelism of the bPINSDEL-systems.

This research into bonded insertion-deletion systems provides an accurate model for the
atomic behavior of DNA molecules during DNA recombination. Here, the integers appended to
each side of each letter in a word act as the chemical bonds between molecules in DNA, the well-
formedness of the words reflects the conformity to the stable electron arrangement between two
DNA molecules, and finally, the operations of insertion and deletion simulate the recombination
of the DNA sequence. Till today, the field of DNA computing continues to grow, and with every
new finding, we are that much closer to innovative, biotechnological breakthroughs.
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