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Abstract—Mixed language has turned into a current trend of 
language which refers to combining two or more languages 
either in spoken or written form. It has been widely used in 
social media forums to improve communication and for a 
greater range of expression. The current question answering 
(QA) system only supports monolingual queries, which restricts 
the capability of multilingual users to have a natural interaction 
with the system. In recent years, there has been a rise of interest 
in multilingual QA systems where translation models merged 
with machine learning algorithms in question classification are 
the commonly used solution. However, using words from other 
languages in a single sentence has led to the problem of the 
inability to identify code-switch from the monolingual sentence; 
this has also caused the problem of limited captured language 
context from machine translation processed mistranslated 
questions. The informal mixed-language representation that 
disobeys the natural linguistic rule in particular languages 
provides a challenge for automated QA systems, as the systems 
would need to translate and extract answers for the given 
questions. Additionally, lack of public resources such as 
Chunker, POS Tagger, and WordNet for mixed-language, 
especially for Malay-English, leads to low performance of the 
translation and classification model. Furthermore, the use of 
machine learning algorithms in question classification requires 
a large number of structured training data to ensure 
performance. This is impracticable in the Malay-English mixed-
language domain since the availability of the mixed-language 
dataset is still an issue. To solve these problems, we aim to 
propose a framework consisting of the combination of enhanced 
translation models with deep learning; by using Convolutional 
Neural Networks (CNN) to address the Malay-English mixed-
language question classification to generate the best answer. The 
first part will study the machine translation model, where word-
level language identification and text normalization towards 
Malay-English mixed-language questions will be developed. The 
second part will focus on the deep learning algorithm, where we 
will explore CNN as the classification model to assist in the 
translated questions to provide the best answer. Thus, in this 
paper, a framework consisting of an enhanced translation model 
for Malay-English, and also an end-to-end mixed-language 
question answering system for the Malay-English Q&A system, 
is presented. This research will provide a significant 
contribution to a multilingual forum platform and also to 
intelligent Q&A systems (chatbots). 

Keywords—Text Analytics, Code-Switching, Malay-English 
Translation, Text Normalization, Deep Learning, Question-
Answering System 

I. INTRODUCTION 

Our world is becoming increasingly multilingual, and this 
can be observed obviously especially after colonization in one 
country. Malaysia is a multilingual society with at least 
hundreds of languages that are spoken by more than a million 
native speakers. However, Malay is the official language in 

Malaysia. Whereas English is a second language that is known 
by mostly all the Malaysians especially the younger 
generation because it is used by many schools and universities 
as a medium of instruction [1]. Therefore, many bilingual or 
trilingual people in Malaysia have the knowledge of Malay 
and English in addition to their mother tongue. With the 
different levels of proficiency and zones of comfort in English 
and Malay, it is unavoidable that mixed language will be used 
in such a multilingual setting. Gradually, mixed language has 
turned into the current trend of language which refers to 
combining two or more languages whether in spoken or 
written form. 

The Malay-English mixed-language scenario is growing 
extensively in social media such as Facebook, Twitter, Blogs, 
and even in forum platforms [2]. It is common to see that 
social media users show a preference for using mixed 
language in one sentence in expressing their opinion, 
comments, and questions. With the availability of easy 
internet access to people, social media involvement has been 
gradually increasing year by year. Based on the survey by 
Statista [3], there are 29 million internet users in Malaysia and 
this amount is forecast to reach up to 33.5 million in 2025. 
This has resulted in Malay-English mixed language content on 
various media types such as websites and chats, which has 
increased significantly. These internet users publish content 
on different topics which often deal with personal views, 
discussions, or inquiry on recent events, services, technology, 
tourism, and health. The mixed-language texts written in 
social media are usually informal in nature and do not follow 
the natural linguistic rules in the particular languages. 
Therefore, Malay-English mixed-language poses challenges 
and difficulties for Natural Language Processing (NLP). In 
addition to Malay language, it also currently still lacks public 
resources [4]. 

It can be seen that current search engines as well as 
information retrieval systems have developed more and more 
over the years and have become advanced; from enabling 
telegraphic user queries which return top relevant URLs, to 
being able to support questions as queries that can be 
expressed in Natural Language and return a precise and 
accurate answer to the users [5]. The evolution of information 
retrieval systems has resulted in the existing systems being 
called as Question Answering (QA) systems. It brings a much 
convenient and natural way to get the information needed 
quickly and precisely. While the current QA systems can 
process a query in natural language, they only support 
monolingual questions such as in English, German, or French. 
This severely restricts the capability of multilingual users to 
have a natural interaction with the QA system. This can be 
seen especially when expressing the query involved in health, 
technology, and scientific terms. The critical scenario has 
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been observed from the community question answering as 
well as the community health platform for COVID-19. 
Majority of Malaysians pose their inquiry in Malay-English 
mixed-language form, specifically for terms in COVID-19 
such as “swab test”, “positive”, “negative”, “red zone” and so 
on. 

Currently, there is no Malay-English mixed-language 
question answering that has been specifically investigated. 
Most of the previous studies in Malay-English mixed-
language text analysis were intended to sentiment analysis [4, 
6-8], where the mixed language was commonly used in social 
media as a popular platform for sentiment analysis study. 
However, social media should not be referred to only 
Facebook, Instagram, and YouTube, but it also includes the 
forum platforms such as Quora, Yahoo! Answers, and Stack 
Overflow. These forum platforms as well as Question 
Answering platforms allow the user to ask questions and get a 
precise answer from other users. It is found that a health forum 
platform for COVID-19, namely, DoctorOnCall1, allows 
Malaysian users to ask questions and get answers from a 
professional doctor team. Through observation, it is seen that 
the majority of Malaysian users use Malay-English mixed-
language for their inquiry, and they then need to wait for the 
reply. As such, despite the fact that English is the principal 
language for social media communication, there is a necessity 
to create and develop mechanisms for other languages [9]. 

There have been several mixed-language question 
answering systems investigated by other researchers in other 
mixed-languages such as Hindi-English, Bengali-English and 
Spanish-English. In a mixed-language question answering 
system, question classification is a crucial part, where the 
user's mixed-language query needs to be analyzed to predict 
the answer type [5]. The machine learning method proposed 
by Raghavi et al. [5] and Anand et al. [10] poses the 
disadvantage that a large number of training data is needed. 
Nevertheless, the availability of mixed-language datasets is 
the major problem that is not yet solved in mixed-language 
computational study. Although there exists a python package 
for cross-lingual word similarity, the problem of certain Malay 
words not existing in the WordNet dataset lead to inaccurate 
performance [7]. Apart from that, the usage of short form 
words, slang words, misspelling is still an issue that is not yet 
solved in Malay-English mixed-language text analysis [11]. 

Hence, in this paper, we have presented a framework of a 
question answering system that can process a Malay-English 
mixed-language question in order to generate the answer for 
the users. The framework is the combination of word-level 
language identification, text normalization, and lexical 
translation with deep learning; by using a Convolutional 
Neural Networks (CNN) to address the Malay-English mixed-
language question classification in order to generate the best 
answer. The following are the key contributions of this 
research: 

 Building an automatic Covid-19 Community Question 
Answering Framework that can process Malay-
English mixed-language queries from users. 

 Proposed translation model based on word-level 
language identification and text normalization can be 
used for different areas of Malay-English mixed-
language study such as sentiment analysis and 
chatbots. 

 

 Producing the rule set for normalizing the noise words 
such as short form words and slang words. 

 Producing the Malay-English mixed-language dataset 
for question answering systems in the Covid-19 health 
domain. 

The organization of this paper is as follows. In Section II, 
the review of related works and research motivation are 
discussed. Next, the proposed framework is demonstrated in 
Section III. Lastly, our work of this paper is concluded and 
summarized in the Section IV. 

II. REVIEW AND MOTIVATION 

As mentioned above, mixed language is a current trend of 
language which refers to combining two or more languages 
whether in spoken or written form. This phenomenon usually 
happens in multilingual society countries, especially in 
Southeast Asia, in place like Malaysia, Singapore, Indonesia, 
and Brunei. There are two new kinds of languages generated 
from the mixing, called code-switching [12-14], and code-
mixing [5, 13, 15]. 

According to Thara and Poornachandran [12], the term 
code-switching can refer to the occurrence of changing 
between two or more languages in a single conversation. 
While for the term code-mixing, Raghavi and Shrivastava [5] 
defined it as the mixing of different types of languages in a 
single utterance. Sometimes, it is hard to differentiate between 
code-mixing and code-switching, and they can be used 
interchangeably especially for study areas in syntax, 
morphology, and other formal aspect languages [15]. Code-
mixing has its own extremely specific definitions in 
linguistics, education theory, or communication study areas. 
There exist much more complicated and deeper definitions for 
code-mixing terms. Therefore, in this research, the term code-
switching will be used as a cover for all types of mixed-
language question texts. Even this terminology is still an issue 
among the researchers, but it is undoubtedly that all types of 
mixed languages create difficulties for computational systems 
developed with monolingual data. 

Many multilingual communities have appeared across the 
globe because of colonization, which has led to the emergence 
of code-switching [16]. The use of code-switching is 
extremely prevalent in social media such as Facebook, 
Twitter, WhatsApp, and even different domains of forum 
platforms. The crucial examples are Hindi-English [5,9,12,17-
19] in India, Spanish-English [20-22] in the United States of 
America, Malay-English [1,2,11,22] in Malaysia, Cantonese-
English [23] in Hong Kong, and Arabic-English in Egypt. A 
number of studies have found that the possible reasons for 
code-switching are ascribed to the speeding up of 
communication, inadequate use of appropriate words in the 
native language, and emphasis on specific words or phrases 
emphasis. Based on a study by Choudhury et al. [24], the user 
generated contents in the form of code-switching in these 
areas are as much as 20%. The informal and special styles of 
mixed-language texts possess linguistic challenges in 
computational processing and in understanding of the text. 
Therefore, it is getting essential to handle code switching 
content as part of the Natural Language Processing (NLP) 
systems and applications for these regions. 

Throughout the study and review of previous works, each 
language pair had their respective problems. Several 
researchers have studied the computational models and NLP 1https://www.doctoroncall.com.my/tanya/en 
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techniques to process code-switching data. The mixed-
language applications comprise of information retrieval, 
language identification, sentiment analysis, data construction 
and so on. There is a large volume of published studies on the 
Hindi-English and Bengali-English question answering 
systems. However, there has been little discussion about the 
Malay-English mixed-language. Most studies in Malay-
English mixed-language have only been carried in sentiment 
analysis and data construction. No report has been found so 
far using the Malay-English mixed-language dataset that 
investigate question answering. 

One of the mixed-language applications’ features is 
information retrieval as well as question answering. 
Information retrieval is a system that will return a list of top 
relevant URLs for a user query, for example, Google search 
engine, Yahoo, Bing etc. Whereas question answering was 
introduced to improve the traditional systems of information 
retrieval, where users are allowed to get a short, precise, and 
accurate answer for their query. Both information retrieval and 
question answering support and process the question queries 
expressed in natural language. Current information retrieval 
and question answering systems have only enabled 
interactions in monolinguals such as English, German, and 
French. For the purpose of enhancing the information retrieval 
and question answering to be more human-like and user 
friendly, several studies investigating mixed-language queries 
have been carried out on the information retrieval and question 
answering application.  

It has been suggested that question classification is the 
most significant process that can be used to handle mixed-
language queries in information retrieval and question 
answering applications. Khayathi et al. [5] proposed a basic 
Support Machine Vector (SVM) to classify English-Hindi 
code-mixed questions. They utilized the word-level resources 
such as language identification, transliteration, and lexical 
translation, where the accuracy of classification reached up to 
63%. However, the SVM relies on a large number of training 
data and this causes failure to differentiate and identify two 

words that have similar meaning, for instance, mountain and 
hill. 

The research study by Anand et al. [10] was also in code-
mixed question classification. They proposed a Bog-of-Word 
(BoW) model and Recurrent Neural Network (RNN) to 
classify the Bengali-English code-mixed questions 
automatically. The use of RNN also has the same drawback as 
Khayathi et al.’s [5] study, where the training corpus is small, 
and thus the inaccessibility of unsupervised data caused the 
performance of RNN (73.88%) to be lower than that of BoW 
(80.55%). In contrast, the study by Banerjee et al. [25] 
indicated the use of feature engineering with Convolutional 
Neural Network (CNN) to classify the Bengali-English 
questions. The issues with the scarcity of training data 
occurred in the Khayathi et al. [5] and Anand et al.’s [10] 
studies was solved. The authors obtained 87.22% accuracy of 
classification on their proposed framework and successfully 
enhanced the latest question classification accuracy by around 
4%. 

Another study by Thara et al. [18] presented the mixed-
language question answering framework that processed the 
question that was mixed between English and 3 different 
Indian languages: Hindi, Telugu, and Tamil. The authors 
performed experimental investigation on question 
classification by comparing two different approaches which 
are Recurrent Neural Network (RNN) and Hierarchical 
Attention Network (HAN). The performance of the RNN 
algorithm reached up to 80.67%, and it was better than HAN 
(75.70%) in classifying the mixed-language questions. 
However, interestingly, this is contrary to a study conducted 
by Anand et al. [9], where the RNN resulted in a worse 
performance than other approaches that the author used for 
comparison. The difference between Thara et al. 's [18] works 
and Anand et al.’s [10] is that Thara and team [18] interpreted 
the mixed-language question into full English before feeding 
the query into RNN, while Anand et al. [10] followed a 
difference process. Table I shows the comparison of previous 
works with the proposed model.

TABLE I.  COMPARISON OF PREVIOUS WORKS WITH THE PROPOSED MODEL.  

Authors Methods Datasets Pros Cons 

[5] 
Translation + Support 
Machine Vector (SVM) 

English-Hindi 

- Additional translation model 
and adjacent features 
improve the course-grained 
class. 

- SVM relies on large 
number of training data. 

- Cannot differentiate and 
identify two words that 
have similarity meaning. 

[18] Translation + RNN / HAN 
English-Hindi/ 
Telugu/Tamil 

- Translation of mixed-
language questions. 

- Simple translation model 
causes unordered sentences 
of words. 

[25] CNN + feature engineering Bengali-English 
- Can overcome the scarcity 

of training data. 
- No translation of mixed-

language questions. 

Our 
Proposed 
Model 

Translation + CNN Malay-English 

- Translation Model with 
word-level language 
identification and text 
normalization. 

- Can overcome the scarcity 
and the unlabeled nature 
of training data. 

- The text normalization 
may only be specific to 
the Malay and English. 

Based on the review in Malay-English mixed-language 
research, the problems that have not been in solved are those 
of slang words, short form words, and misspelling leading to 
misclassification and affecting the overall performance of the 
model. As mentioned in the study by [4], their proposed 

lexicon-based model for sentiment analysis of Malay twitter 
obtained low accuracy and precision. This is because the 
classifier was unable to recognize the keywords represented in 
slangs or dialect words and also short form words, resulting in 
misclassification. The low number of clean data obtained by 
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the author is another reason that affected the confidence level 
of the outcome. Other works done by [7] also have similar 
issues, where the proposed semantic similarity approaches 
were based on WordNet for sentiment analysis. In this study, 
since such Malay words do not appear in the available sources, 
and Malay is still a low computational resource language, an 
inaccurate score was obtained. These issues have not only 
arisen in Malay-English mixed-language texts, but also in 
other language pairs. The study by [26] had a misclassification 
problem due to certain Bengali words that have the same 
spelling as English words. This revealed that pre-processing 
as well as cleaning of the dataset is a critical task in mixed-
language computational study. The non-standard format used 
in mixed-language texts has a big impact on the performance 
of the proposed models as shown in the previous studies. 

Apart from that, in mixed-language question answering 
research, the obvious and major problems that appeared in 
previous studies were regarding the proposed models being 
based on supervised machine algorithms as well as deep 
learning requiring a large number of training data to ensure 
better performance. These include the Support Vector 
Machine (SVM), Recurrent Neural Network (RNN), and 
Hierarchical Attention Network (HAN) in question 
classification, which are the main tasks in mixed-language 
question answering. However, it is not reliable in the Malay-
English mixed-language text analysis context, as it is a low 
resource language, and limited accessible datasets are 
available online. 

Hence, we decided to explore the Malay-English mixed-
language text analysis for a question answering system in a 
Covid-19 health forum domain. Automated Covid-19 health 
question answering can bring much benefit and convenience 
to the community, if they are allowed to inquire for any 
information by using mixed-language at any time. It is a 
challenging task in question answering to process the mixed-
language questions and extract the correct answers in response 
to the users. Our proposed models will integrate and combine 

the advantage of previously proposed techniques and rectify 
the limitations in order to accomplish the research goals. 

A translation model with word-level language 
identification and text normalization has been suggested to the 
low computational resource languages problem. Instead of 
directly using the mixed-language question for classification, 
we suggested to translate the Malay-English mixed-language 
questions into English to reduce the data complexity. Besides 
that, in order to solve the slangs, short forms as well as the 
ambiguous words in the mixed-language questions, text 
normalization will be performed before translating question. 
Whereas the deep learning Convolutional Neural Network 
(CNN) model will be proposed to overcome the large number 
of training dataset requirement as stated above. The detailed 
explanation of the research design and experimental 
framework has been provided in next section. 

III. PROPOSED FRAMEWORK 

The preliminary study of this research has indicated that 
there is a growing need to develop a framework for Malay-
English question answering systems. In order to solve the 
problems stated in the previous section, we have planned to 
experiment and investigate the combination of language 
identification, text normalization, and lexical translation with 
deep learning; by using a Convolutional Neural Networks 
(CNN) model to address the Malay-English mixed-language 
question classification, in order to generate the best answer. 
The first part will introduce the machine translation model 
whereby word-level language identification and text 
normalization towards Malay-English mixed-language 
questions will be developed. While the following part will 
focus on the deep learning algorithm, where we will explore 
CNN as the classification model to assist in the translated 
questions to provide the best answer. Fig. 1 shows our 
proposed framework. 

 
Fig. 1. Proposed Framework

 

Authorized licensed use limited to: UNIVERSITY TEKNOLOGI MALAYSIA. Downloaded on May 26,2022 at 01:21:19 UTC from IEEE Xplore.  Restrictions apply. 



A. Data Preparation 

The dataset is collected from a Covid-19 health platform 
named DoctorOnCall. This platform allows the community to 
ask any questions about Covid-19 as well as other health 
inquiries. The user inquiry will be answered by a professional 
doctor team that is certified and registered under the 
Malaysian Ministry of Health and has years of experience in 
treating patients. Fig. 2 and Fig. 3 shows the DoctorOnCall 
health forum platform in English version and Malay version, 
respectively. There are more than 1000 questions along with 
an answer available in each version. In the Malay version, it is 
obversed that the majority of the users practice code-switching 
between Malay and English when asking questions. 

 
Fig. 2. Covid-19 Health Forum Platform, DoctorOnCall. (English Version) 

 

Fig. 3. Covid-19 Health Forum Platform, DoctorOnCall. (Malay Version) 

Instead of copying and pasting the web contents manually, 
a web scraping tool called Octoparse2 is utilized. It is an 
automated web data extraction tool written in .NET with API 
integration for grabbing public information from almost any 
website via HTTP. Generally, the scraping process involves 
three main steps which are API connecting, parsing, and 
extraction. The scraping process begins with entering the link 
of the website from which the data needs to be extracted, 
where an HTTP request is sent, and this returns the contents 
of the webpage in a response. After that, the parses offered by 
this tool will convert the website into a nice tree structure of 
HTML. This tree structure will then go over by XPath 
generator to locate and extract the required information 
precisely. The extracted information is then cleaned and 
converted into structured data formats such as Excel, CSV, 
Text, and others. 

 

The full English version of questions and answers as 
shown in Fig. 4 is planned to be used as a training set, while 
the Malay version questions as shown in Fig. 5 will be filtered 
to choose the question that contains Malay-English mixed-
language, to be used as testing dataset. Besides the answers set 
from the DoctorOnCall website, we have also planned to get 
the answers from trustworthy data sources such as journals 
from PubMed and FAQs from WHO, as shown in Fig. 6. All 
the datasets will undergo pre-processing to remove noise to 
ensure the research procedures can be conducted smoothly 
and successfully. The dataset will also be evaluated by experts 
to make sure of the consistency of the questions and answers 
crawled from the dataset. 

 
Fig. 4. English version question and answer dataset. (Training data) 

 

Fig. 5. Malay version questions dataset and answer as references. (Testing 
data) 

 

Fig. 6. Another Answer Data Sources from PubMed and World Health 
Organization (WHO). 

B. Phase 1: Question Processing 

The first phase of this research is to analyze and process 
the user generated questions, where the Malay-English mixed-
language questions are translated into monolingual form. The 
mixed-language question will be represented in full English 2https://www.octoparse.com/
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form at the end of this phase. This is considered as the main 
contribution of the project because we found out that Malay 
language is a low resource language, and thus we planned to 
utilize a high resource language (English) to overcome this 
issue. The major steps of design and implementation of the 
proposed translation module are: 

1) Language Identification: : Identify the language of 
each word in the Malay-English mixed-language question. 
Before undergoing the translation process, the Malay-English 
mixed-language question is fed into a language identification 
module that helps in tokenizing a mixed-language sentence. 
Due to the aforementioned lack of POS tagger, Chunkers and 
Parser in Malay language, language identification is 
conducted based on word-level. The output of this step is a 
sequence of mixed-language words annotated with their 
corresponding language. An example of the language 
identification output is shown below, where each bracket 
denotes the token of  the words, where ms refers to Malay and 
en refers to English: 

“(di)ms (mana)ms (sy)ms (boleh)ms (mengambil)ms (test)en 
(utk)ms (coronavirus)en” 

 
2) Text Normalization: Normalize and standardize the 

detected Malay words as well as English words that are 
expressed in short forms, slang forms or misspelling, into the 
correct words. The normalization is conducted by using a 
rule-based approach and the set of normalization rules are 
modified based on previous work done by [11]. Table II 
shows the normalization rules by [11]. 

TABLE II.  NORMALIZATION RULES BY [11]. 

Process Rules 
Example 

Before After 

Change word into 
lowercase 

PQR  xyz Ujian ujian 

Elimate the word -
nya and ny 

PQRnya  PQR sedapnya sedap 

PQRny  PQR panasny panas 

Split the words la, 
lah and lh. 

PQRla  PQR la marila mari la 

PQRlah  PQR lah terimalah terima lah 

PQRlh  PQR lh sayalh saya lh 

Elimate the words 
with 2 or hyphens 

PQR2  PQR pokok2 pokok 

PQR2  PQR ayam2 ayam 

PQR-PQR  PQR itik-itik itik 

Elimate duplicate 
characters 

PPQQRR  PQR takkkkk tak 

Split words that 
have simialr terms 
into two groups 

PQPQPQPQ  
PQPQ 

hahaha haha 

Divide combine 
words with two 
different meaning 

PQPR  PQ PR takpayah tak payah 

Transform 
typographical words 
into actual terms 

PR  PQR pyh payah 

PQRx  PQR cantix cantik 

 
3) Lexical Translation: Translate the Malay-English 

mixed-language question into a monolingual question in full 
English form as shown as below. 

“where can i take a test for coronavirus” 
 

The output of this phase is the translated mixed-language 
question (Translated from mixed-language to English). It will 
be used in Phase 2 for classification to predict the answer type 
and retrieve the list of candidate answers for the question. 

C. Phase 2: Answer Processing 

In this phase, the mixed-language question classification 
is done by using deep learning by using the Convolutional 
Neural Network (CNN). Convolution Neural Network (CNN) 
is rarely applied in Natural Language Processing (NLP) as it 
is not completely intuitive. Through the initial literature 
review, many authors argued that SVM and RNN have low 
accuracy in classifying the mixed-language questions due to 
the small number of datasets available. This problem was 
overcome by Barnerjee and his team [25] through the 
combination of the feature engineering with CNN towards 
Bengali-English mixed-language questions. Hence, this 
research is investigating whether CNN without additional 
feature engineering, as Malay is a low resource language, can 
overcome the scarcity of Malay-English mixed-language 
questions. 

The translated question is fed into an Embedding Layer 
(the first layer of the Convolutional Neural Network) where 
each word in the translated mixed-language question (output 
of previous phase) is converted into a set of the vector called 
Word Embedding. It then undergoes several different layers 
of featurization and lastly the display output is the predicted 
answer type such as Origin, Symptoms, Prevention, 
Transmission, Treatment and so on for the given mixed-
language question, which will be used for retrieving a list of 
candidate answers in next phase, as shown in Fig. 7. The 
approach in this phase is decided conceptually based on the 
literature review and comments by other researchers. 

 
Fig. 7. Question Classification by Convolutional Neural Network (CNN) in 
Phase 2. 

The detailed process of classification is described once the 
deeper exploration and initial experiment is done, to compare 
each of the methods that are mentioned by other researchers 
to investigate the novelty part to be added, and to optimize the 
most suitable parameter for the chosen approach. To evaluate 
the performance of the proposed classification model, we 
apply the evaluation metrics which are usually utilized in 
classification tasks: Accuracy (Acc), Precision, Recall and F-
measure, which will be discussed in Section E. 

D. Phase 3: Answer Extraction 

Phase 3 is the last phase of the research experiment. In this 
phase, the best answers are generated to answer the mixed-
language question. The major steps for designing and 
implementing the retrieval model are: 
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1) Named Entity Recognition (NER): The collection of 
answers from the DoctorOnCall website and the journals 
from PubMed are passed into a Named Entity Recognition 
(NER) method for identifying the entity type of each word as 
well as each answer. 

2) Check and Retrive: Check and retrieve the NER data 
(answers collection) that match with the answer type of the 
mixed-language question as a list of candidate answers. 

3) Answer Ranking: The candidate answers are ranked by 
using the ranking model such as Vector Space Model, 
Boolean Model or Machine Learning Model, to obtain the 
best answer.  

Similar to the previous phase, a deeper exploration and 
decision on what method to be used in the retrieval model is 
done. The evaluation of performance of the retrieval model 
uses the sane metrics as the previous phase which are 
accuracy, precision, recall and F-measure. Another 
evaluation carried out is an expert evaluation, where general 
practitioners in medical/medicine field are asked to assess the 
automated answers created by the system. 

E. Performance Evaluation 

In this section, the evaluation that to be conducted on our 
proposed framework is described. From the previous section, 
it can be observed that the evaluation is involved in Phase 2 
and Phase 3. Phase 2 cover the experiment concerning the 
classification of Malay-English mixed-language questions by 
using the Convolutional Neural Network (CNN), whereas 
Phase 3 is the retrieval model that generate the best answer 
for the Malay-English mixed-language question. The 
evaluation metrics often used in classification tasks, which 
are Precision, Recall, F-measure, and Accuracy are utilized 
in this research. Besides this, there is additional evaluation 
for Phase 3 which is an expert evaluation as described below: 

1) Expert Evaluation: The final output of the research 
will be the best answer for the Malay-English mixed-
lagnuage questions. These best answers will be evaluated by 
general practitioners in the medical/medicine field to validate 
and judge the system generated answer for the particular 
mixed-language question.  

2) Automatic Evaluation: The overall performance of the 
proposed classification model and retrieval model for Malay-
English mixed-language questions will be calculated by 
accuracy (Acc), while the class specific performances will be 
measured using standard evaluation measures Precision, 
Recall and F-measure. 

 

𝐴𝑐𝑐 =  
௡௢.  ௢௙ ௤௨௘௦௧௜௢௡ ௧௛௔௧ ௖௟௔௦௦௜௙௜௘ௗ ௖௢௥௥௘௖௧௟௬

்௢௧௔௟ ௡௢.  ௢௙ ௤௨௘௦௧௜௢௡௦
 𝑥 100% 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
்௉

்௉ାி
 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
்௉

்௉ାி
 

 𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
ଶ∗௣௥௘௖௜௦௜௢௡∗௥௘௖௔௟௟

௣௥௘௖௜௦௜௢௡ା௥௘௖
 

IV. CONCLUSION 

Mixed-language is now commonly used in social media in 
multilingual community countries such as Malaysia. 

However, there is little discussion about Malay-English 
mixed-language in computational study, especially the use of 
both languages in Question Answering (QA) systems. The 
vast majority of automated QA systems that exist today only 
support single language solutions, and this has posed some 
inconveniences towards bilingual users. 

Therefore, in this paper, we presented a conceptual 
framework for a Malay-English mixed-language question 
answering system. The proposed framework is mainly aimed 
to solve the problem of Malay-English mixed-language 
questions by the users in an online forum. And through the 
combination of machine translation model and a deep learning 
question classification model (CNN), we believe that this 
would give a diverse selection of answers for users. We also 
believed that this combination model can reduce the data 
complexity and improve the performance of the mixed-
language question answering system. It is hoped that this 
research will provide a significant contribution for 
multilingual forum platforms and also to intelligent QA 
systems (chatbots). 

This research, however, is subject to several limitations. 
The lack of available Malay-English mixed-language data for 
a question answering system is one such limitation. As a 
result, we had to confine our analysis to the health domain as 
well as the Covid-19 domain. Moreover, the language 
identification stage may rely on the existing Malay corpus, 
which may lead to identification errors. Furthermore, the 
framework may be limited to the Malay-English language 
pair, as the rules produced for text normalization are 
applicable to Malay or English terms. A further study could 
access the data construction for the Malay-English mixed-
language question answering process in open domains, and an 
investigation can be done on the integration of language 
identification with text normalization to overcome the 
identification errors. 
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