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a b s t r a c t

Opinion summarization is a process to produce concise summaries from a large number of opinionated
texts. In this paper, we present a novel deep-learning-based method for the generic opinion-oriented
extractive summarization of multi-documents (also known as RDLS). The method comprises sentiment
analysis embedding space (SAS), text summarization embedding spaces (TSS) and opinion summarizer
module (OSM). SAS employs recurrent neural network (RNN) which is composed by long short-
term memory (LSTM) to take advantage of sequential processing and overcome several flaws in
traditional methods, where order and information about a word have vanished. Furthermore, it
uses sentiment knowledge, sentiment shifter rules and multiple strategies to overcome the existing
drawbacks. TSS exploits multiple sources of statistical and linguistic knowledge features to augment
word-level embedding and extract a proper set of sentences from multiple documents. TSS also uses
the Restricted Boltzmann Machine algorithm to enhance and optimize those features and improve
resultant accuracy without losing any important information. OSM consists of two phases: sentence
classification and sentence selection which work together to produce a useful summary. Experiment
results show that RDLS outperforms other existing methods. Moreover, the ensemble of statistical and
linguistic knowledge, sentiment knowledge, sentiment shifter rules and word-embedding model allows
RLDS to achieve significant accuracy.

© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

In recent years, with the rapid development of social media,
vast amount of reviews, opinions and feedback are constantly
roduced from all over the world every day. Many organizations
nd people follow user opinions and comment to decide the
uality and performance of a product or service [1,2]. Therefore,
here is a need to analyze these data to extract and detect relevant
nformation and the polarized opinion, respectively. On the other
and, it is important for companies and people to automatically
dentify user’s opinion whether it is positive or negative. Opinion
r sentiment analysis is a technique that can be used to determine
nd classify people’s opinion according to their polarity. Senti-
ent analysis is a task to find subjective information of a text
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such as opinions, sentiments, evaluations, etc. automatically [3–
5].

1.1. Motivation

In the present time, due to the tremendous information avail-
able electronically, we need new technology or mechanism to:
(i) tackle the overloading of information; (ii) obtain the infor-
mation fast and efficiently; (iii) extract the most relevant and
vital information; and (iv) sift vast volumes of information. Text
summarization technique can be considered as a mechanism to
tackle the aforementioned problems. It also helps users to quickly
find the required information.

Text summarization is a process to produce a compressed
version of a given source text that contains useful information
for a particular user and task [6,7]. Furthermore, it is an ap-
proach to reduce the amount of textual document and present the
main purpose of the source document. There are different types
of summary such as a single document, multiple documents,

generic, query-based, opinion-based, etc. [8,9]. In the past few
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ears, a huge amount of reviews makes it extremely difficult for
sers to read and analyze public opinions. Thus, it is necessary
o mine and summarize the opinions within large volumes of
pinionated text into an easily understandable form. In other
ords, an opinion summarization (OS) model must be able to

dentify the representative opinion sentence and generate sum-
aries with meaningful semantics. An OS is not only helpful for
eople but also for companies to examine and assess the opinions
f costumers which can assist companies during the decision-
aking process. Opinion summarization is a subtask of sentiment
nalysis which aims to create an understandable summary from
large number of reviews on a specific topic [10–12]. An opinion
ummarization system includes two main steps: sentiment anal-
sis and summary generation. The main task of summarization
s to state the significant information from a source text in a
oncise version by retaining the main purpose and meaning of the
riginal text, while the sentiment analysis is performed to classify
he polarity of a given text, whether it is positive, negative or neu-
ral. The systems which are based on the opinion summarization
ill give readers significant information about different topics.
urthermore, given the sentences related to the major subject,
n automatic opinion summarizer aims to detect the polarity
f sentences, and finally, summarize the positive and negative
entences.
Sentiment analysis and text summarization are the essential

asks for Natural Language Processing (NLP) with many appli-
ations such as web mining, text mining and data mining. The
oal of NLP is to process text using computational linguistics, text
nalysis, machine learning, statistical and linguistic knowledge to
xtract significant information [13]. In more recent years, the use
f Deep Learning (DL) model has attracted the attention of many
esearchers, due to its remarkable results for various NLP tasks.
L is part of machine learning architecture with multiple layers
f perceptron inspired by the human brain [14]. In other words,
L is a model that contains many layers of nonlinear information
rocessing and a method for learning feature representations at
uccessive layers. There are various DL models such as Deep Neu-
al Networks (DNN), Convolution Neural Networks (CNN), deep
estricted Boltzmann Machine (RBM), Recurrent Neural Network
RNN), Long Short-Term Memory (LSTM) and etc.

.2. Problem statement

Most of the existing deep learning-based systems are either
idely used in sentiment analysis tasks or applied to an au-
omatic summary generation. Unfortunately, other subfields of
pinion mining, such as opinion summarization, have not been
tudied much [15]. Hence, an automatic system that can be able
o identify subjective information, classify people’s opinions and
ummarize reviews, is required by users.
In this paper, we present a novel extractive-based sentiment

ummarization of multi-documents based on deep learning model
o produce an opinion summary. The RDLS is based on the two
re-trained neural network algorithms which are RNN–LSTM and
BM. Each neural network algorithm is trained separately, and
hen the representation extracted from their hidden layers are
oncatenated as an input of a fusion neural network. The method
s broken down into three parts which are: (i) sentiment anal-
sis embedding space (SAS); (ii) text summarization embedding
pace; and (iii) opinion summarizer module. To the best of our
nowledge, a deep learning-based method in which word em-
edding, sentiment knowledge, sentiment shifter rules, statistical
nd linguistic knowledge for a sentiment-oriented summarization
as not been thoroughly studied. Detailed discussion of the parts
f the method are as follow:

entiment analysis embedding space (SAS) — SAS employs a

eep learning-based method, RNN–LSTM, for sentiment analysis t

2

at the sentence level. It takes the word embedding, sentiment
and linguistics knowledge features as the input of RNN–LSTM.
Consequently, the encoded feature from RNN–LSTM is considered
as the sentence level representation. SAS aims to address the
following limitations which can be summarized as follows:

(1) Currently, most deep learning approaches in NLP exploit
word embedding learning algorithm [16] as a method for vector
representation of each word or sentence. They usually use the
freely available word2vec1 vector that was trained on 100 billion
words from Google News. One of the important drawbacks of
word embedding model is that it ignores the sentiment polarity
of the words [17]. As a result, words with opposite polarity are
mapped into close vectors. For instance, the words ‘‘like’’ and ‘‘dis-
like’’ can appear in a similar context such as ‘‘I like the movie’’ and
‘‘I dislike the movie’’. With respect to their syntactic structure and
word co-occurrences, both words have similar vector representa-
tions. From a sentiment point of view, their vector representation
are different as they are of opposite polarities. Thus, a vector
representation based on the word embedding algorithm includes
insufficient sentiment information and cannot precisely capture
the overall sentiment of a sentence. To overcome the aforemen-
tioned problem, the prior sentiment knowledge information is
incorporated into the word embedding as word representation.
Prior sentiment knowledge conveys complementary information
that is not available in word co-occurrence and, hence, can enrich
word embedding for sentiment analysis. In sentiment analysis,
sentiment lexicons are valuable resources that can provide prior
knowledge. A sentiment lexicon includes a sentiment score of a
word based on its positivity and negativity that can distinguish
the sentiment polarity of a word (e.g., General Inquirer (GI) [18],
FINN [19]). The current stage also combined several sentiment
ictionaries to tackle the word coverage limit. On the other hand,
arious sentiment dictionaries complement each other.
(2) The word embedding model cannot differentiate the senses

f a word and creates a single representation per word form. For
xample, the word vector for ‘‘apple’’ as fruit is equal to its word
ector as a company.
(3) Contextual polarity is one of the most challenging tasks

n sentiment analysis. It refers to context-based sentiment anal-
sis, where the word’s prior polarity changes with respect to a
ifferent context. The contextual issue indicates the problem of
egations which may appear in different places in a sentence.
f we consider an example, ‘‘I do not like this movie’’, where the
egation word, ‘‘do not’’ changes the polarity of the word ‘‘Like’’.
n addition, specific particles or conjunction words such as ‘‘but ’’,
‘despite’’, etc., can affect the sentiment analysis outcome. As an
xample, given the sentence ‘‘the car is good-looking but very
xpensive’’. The but-clause changes the polarity of the previous
hrase ‘‘the car is good-looking ’’.
(4) On the other hand, since the performance of a sentiment

nalysis method relies on different types of sentences (e.g., sub-
ective sentences, comparative sentences, conditional/question sen-
ences, etc.) [20] and most of the existing methods ignore dif-
erent sentence types, we consider various types of sentences in
entence-level sentiment analysis. Hence, we integrate several
trategies to tackle the above-mentioned problems: contextual
olarity and types of sentences.

ext summarization embedding space —To extract the most rel-
vant information and significant part of the text, we need to
etermine those features that are used to identify the important
nformation and improve the quality of the summary. To do this,
SS implements RBM algorithm with statistical and linguistic
nowledge features in addition to the word embedding feature to
nhance the feature vectors and extract sentence-level features.

pinion summarizer module — This module includes two main
hases which are (i) Sentence classification, and (ii) Sentence selec-

ion. Sentence classification is a fully connected neural network to
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c
lassify sentences (i.e., ‘‘opinion summary sentence’’ or ‘‘otherwise’’)
using SoftMax function. To do so, the extracted sentence-level
features from RNN–LSTM and RBM are concatenated to form the
final extracted feature vector. Finally, the feature vector is fed into
a SoftMax classifier. Sentence selection is used to select significant
information and remove redundant information using a greedy
algorithm.

1.3. Contributions

In summary, the contributions of the present work can be
summarized as follows:

(1) Our work is the first attempt of a deep-learning-based
method for the generic opinion-oriented extractive summariza-
tion task. On the other hand, in the context of NLP, the pre-trained
models are barely used. Hence, the use of pre-trained models for
feature extraction is also a major contribution to this work.

(2) To the best of our knowledge, this is the first work that
combined RBM and RNN–LSTM to predict sentiment polarity and
select a significant sentence.

(3) We also integrate multiple strategies to handle a few
issues: (i) types of sentences; (ii) contextual polarity; (iii) word
sense variations; (iv) sentiment shifter rules; (v) integration of
sentiment information and word embedding; (vi) sentiment score
calculation; and (vii) word order information and semantic rela-
tionships between words, which enable our method to achieve
superior performance.

(4) The method encodes several valuable resource-information
latent in a sentence to (i) generate augmented vector; (ii) learn
a better sentence representation; (iii) improve the method per-
formance. A hybrid vector is constructed for the representation
of each sentence using the sentiment-based, word embedding-
based, statistical and linguistic knowledge-based feature vectors.

(5) The method integrates several sentiment lexicons to tackle
the word coverage limit. On the other hand, various sentiment
dictionaries complement each other.

(6) The method also considers redundant sentences during the
sentence selection process to increase the quality of the summary.

(7) Finally, we conducted extensive experiments to show the
effectiveness of our proposed method. We report our results on
the benchmark dataset: the DUC 2001, 2002 multi-document
summarization datasets and the IMDB reviews. As compared to
the existing methods, the method achieves superior performance
on all the measure metrics and the significant results affirm the
suitability of the proposed method for opinion-oriented sum-
marization. In addition, a combined architecture of RBM and
RNN–LSTM model performs better than RBM and RNN–LSTM
models alone to produce an opinion summary.

1.4. Paper organization

The rest of the paper is structured as follows. We summa-
rize the recent related works in the next section. Our proposed
method, RLDS, is discussed in detail in Section 3. Our experi-
mental results are explained in Section 4. Finally, we provide
conclusions and suggest some ideas for future research.

2. Related work

Sentiment analysis — with the huge amount of user-generated
texts, extraction of significant information from numerous doc-
uments has gained much attention from the community of NLP
[21]. Sentiment analysis is an active research area of NLP that
aims to identify subjective information and determine the sen-
timent orientation (e.g., positive or negative) of a given text [22].
In other words, sentiment analysis is the computational study
3

of people’s opinions, which aids users to gather desirable in-
formation for decision making. Recently, sentiment analysis has
been applied to various domains such as commercial (e.g., market
prediction, mining reviews, political, social media [23–25]. In
general, sentiment analysis can be divided into three levels [26]:
(i) document level; (ii) sentence level; and (iii) aspect level. In
the document level, the sentiment analysis process determines
the overall sentiment polarities of a given document. It assumes
that the document discusses only one topic or a single entity.
Similar to document-level sentiment analysis, the task of the
sentence level is to determine whether a sentence expresses a
positive, negative or neutral opinion. This level also examines
the subjectivity classification, which aims to determine whether
a sentence is an objective (not opinionated) or subjective (opin-
ionated). As compared to document and sentence level sentiment
analysis, aspect level sentiment analysis is employed to acquire
details of the opinionated text. In other words, it extracts the
people’s opinion expressed on entity and feature/attribute of the
entity. The task of aspect-based level sentiment analysis includes
three main steps: entity/object identification, feature/attribute
extraction and attribute polarity identification. Currently, most
sentiment analysis method can be divided into three categories
which are lexicon-based approach, machine learning approach
and hybrid approach [15]. A dictionary-based method determines
the polarity of a text-based on the total sum of comprised positive
or negative sentiment words in a text (e.g., (Balahur et al. 2012);
(Yadav and Chatterjee 2016)). A sentiment lexicon includes a
set of negative and positive values assigned to corresponding
words and phrases (e.g., AFINN (Nielsen, 2011), Sentiment140
Lexicon (Mohammad, Kiritchenko, & Zhu, 2013)). In comparison
with machine learning-based method, the lexicon-based method
is suitable for sentiment analysis, since it needs fewer resources
and does not need some annotated corpora. Furthermore, a sen-
timent lexicon can also be used in a machine learning-based
approach in order to make sentiment related features. A lexicon-
based approach suffers from word coverage of sentiment words
in a text. As compared to the lexicon-based approach, a ma-
chine learning-based approach uses the most common machine
learning algorithms to classify sentiment orientation. In this type
of method, feature definition/extraction is very important for a
learning-based method. Many studies used the most common
standard classifier for sentiment analysis such as Support Vector
Machine (SVM) (e.g., [27,28]) or Naive Bayes (e.g., [29]. Finally, in
a hybrid approach, the dictionary-based methods were combined
with machine learning-based approaches (e.g., [30]) to improve
the accuracy of a text classification system. Recently, deep learn-
ing has also been applied to sentiment analysis and achieved
promising results [15,31].

Deep learning is a neural network (NN) with multiple hidden
layers. A neural network contains various number of nodes per
layer and hidden layers between the input and output layers.
Given an input, a NN approach is able to learn features and to
produce a classification result. Some researchers found that the
traditional sentiment analysis approaches are insufficient, and the
results are not satisfied [32]. Hence, a deep learning model has
achieved significant attention in various NLP tasks. Several deep
learning-based methods have been proposed for sentiment anal-
ysis tasks such as studies by Caliskan, Bryson and Narayanan [33]
and Liu, Liu, Shan and Wang [34].

There are two types of opinions: (i) regular opinion that can
be categorized into direct and indirect opinion wherein direct
opinion, a user expresses his/her opinion/feeling directly on an
attribute, while in indirect opinion, an opinion is expressed in-
directly on an attribute; and (ii) comparative opinion [35] which
expresses the difference between entities. In addition, a review
text can be an explicit review or implicit review text. An explicit
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eview is a subjective representation that demonstrates regular
r comparative opinion, while an implicit review is an objective
epresentation that indicates regular or comparative sentiments.
subjective text expresses subjective views and feelings, while

n objective text expresses factual information, no sentiment or
pinion [36]. Emotion is also related to sentiment analysis that
resents our feeling and opinion. The researches categorized peo-
le’s opinions into some groups such as, ‘‘love’’, ‘‘joy’’, ‘‘surprise’’,
‘anger ’’, ‘‘sadness’’, and ‘‘fear ’’.

ummarization — text summarization can be considered as a
echnology to identify the most important information. The main
ask of summarization is the process of producing a short version
f a given text document that provides the most important infor-
ation and retains the main meaning of the source text [37,38].

t also solves the problem of selecting the most important frag-
ents of a source text. Text summarization is an active field of

esearch in NLP area that can be used for several NLP tasks such as
uestion answering, text classification, or information retrieval.
In general, the process of text summarization can be classified

nto three main stages [39]: (i) analysis stage, how to select a few
ignificant features; (ii) selection stage, how to select a subset of
anked units (e.g., words, phrases or sentences); finally, (iii) the
eneration stage that creates an appropriate summary using the
election stage.
Text summarization methods are classified into two cate-

ories: extractive and abstractive summarization [40–42]. An ex-
ractive summarization method is used for selecting a represen-
ative subset of the sentences, paragraphs from the source text
o produce a summary. On the other hand, an abstractive sum-
arization method needs a deep understanding of the concepts
resented in the original text. It tries to understand the original
ext and then presents it in a concise form with new concept,
hich demonstrates the most significant information from the
riginal text. Besides these facts, there are also two groups of
ext summarization which are indicative and informative. An
ndicative summary gives the main idea of the original text, while
n informative summary gives brief information of the original
ext. A text summarization method can also be performed on
single document, which deals with one document, or multi-
ocument, which produces summary from a collection of related
ocuments [43]. Similarly, a summarization system aims to gen-
rate a generic summary, where it considers the total document,
r to summarize the content of a document that is most rele-
ant to a user query. Several supervised, unsupervised and deep
earning-based methods have been proposed for text summariza-
ion. Starting with unsupervised methods, Maximum Marginal
elevance (MMR) [44] is one of the well-known approaches that
s used for text summarization. It employs a greedy method to se-
ect sentences and considers the redundancy. On the other hand,
he graph-based model plays a key role in the text summarization
rea, due to its ability to reflect various sentence relationships.
herefore, a variety of methods based on the graph-based model
ave also been proposed for text summarization such as [45,46].
n contrast to the unsupervised method, there are also several
achine learning-based summarization approaches which used a
ombination of appropriate features and learning algorithms. This
ype of model learns how to generalize its parameters to extract
ignificant passages [47]. Recently deep learning approaches have
lso been used for abstractive and extractive summarization.
hong, Liu, Li and Long [48] proposed a method based on the
uto-encoder (AE) algorithm for extractive summarization. Denil,
emiraj and de Freitas [49] developed a model based on the CNN
lgorithm to output significant sentence to be included in the
ummary. Duraiswamy [50] introduced a method to produce a
eneric summary using RBM algorithm.

pinion summarization —recently, there is a huge amount of
eviews, therefore, reading and analyzing all these reviews is a
4

big problem and is not feasible. An opinion summarization aims
to tackle this problem, extract the most relevant information
and produce an understandable summary from an opinionated
document [51]. In other words, the opinion summarization sys-
tem takes as input a large number of reviews. Subsequently, it
processes all the given reviews and produces a summary of all
the input opinionated text. With opinion summaries, users have
the best information to make better decisions [52]. An opinion
summarization can be considered as multi-document summariza-
tion although, they are different from each other. The opinion
summarization summarizes opinions from a large number of the
opinionated text while a traditional summarization focuses on ex-
tracting informative information and removing redundancy [53].
Consequently, text summarization and sentiment analysis must
be integrated to generate an opinion summary. Text summariza-
tion identifies most relevant sentences from a review text and the
sentiment analysis component determines and classifies objective
or subjective sentences and their polarities (positive, negative or
neutral), respectively [26]. Although there are several works on
text summarization (e.g., [54]) and sentiment analysis (e.g., [55]),
there are only a few works on the combination of these two
areas [56].

Yadav and Chatterjee [57] proposed an approach to select
important opinionated sentences of a document. The approach
follows the following processes: First, it applies the stop word
removal, sentence splitting, porter stemming algorithm and part-
of-speech tagging on a dataset. Consequently, the approach as-
signs a sentiment score to each word according to its POS tag
using the SentiWordNet database. Finally, the sentence sentiment
score equals the sum of the sentiment scores of all the words
in the sentence. [58] introduced an approach (OM+ Summarizer)
to produce opinion summaries. The proposed method performs
two main tasks: (i) the first step determines the opinionated sen-
tences and their polarities. Subsequently, the subjective sentences
are sent to (ii) the summarizer (LSA-based [59] text summa-
rization) to produce a summary. Kim and Calvo [60] proposed
a system based on the sentiment score-based technique and a
lexical resource to identify and extract subjective sentences to
create a sentiment summary. To do this, the system identifies
important words using the TF–IDF approach, then assign a senti-
ment score to each word using the SentiWordNet 3.0. In the end,
the sentences are ranked based on their scores (sentence score=
sum of the words sentiment score in a sentence), and the highest-
ranked sentences are selected to create the summary. Kabadjov,
Balahur and Boldrini [61] proposed a method to summarize opin-
ions expressed in texts. It includes two main steps: (i) Sentiment
Analysis step identifies the subjective sentences, then assigns
to each sentence its polarity (positive and negative sentences)
and sentiment score using three different lexicons (e.g., WordNet-
Affect, SentiWordNet, MicroWNOp); (ii) Summarization Algorithm
which consists of two main tasks, rank all sentences using their
sentiment score and select highest n sentences.

. Proposed method

In this paper, we present a method for extractive-based opin-
on summarization which consists of two levels as shown in Fig. 1.
he first level involves the pre-processing module, sentiment analy-
is embedding space (SAS) and text summarization embedding space
TSS). The second level consists of opinion summarizer module
OSM). The idea is that the neural network technique for each
nput space of the first level (SAS, TSS) is trained on corresponding
enchmark dataset independently. The vector representations
xtracted from their hidden layers are then concatenated as an
nput of a classifier (OSM at the second level) which takes advan-
age of cross-space features drawn from the sentence analysis
mbedding space and text summarization embedding space.
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Fig. 1. The architecture of the proposed method RDLS.
(1) Pre-processing module: it includes basic linguistic functions.
The output of the pre-processing will be the set of hand-crafted
features and word embedding representation.

(2) Sentiment analysis embedding space: it employs RNN–LSTM
algorithm, on top of pre-trained word vectors and hand-crafted
features (sentiment and linguistics knowledge features) for the
sentence-level classification task. We trained SAS on a sentiment
benchmark dataset, where this pre-trained model is used for
sentiment feature extraction.

(3) For the text summarization embedding space, we trained
the RBM algorithm that starts from word embedding and various
features (statistical and linguistics knowledge features) extracted
from corresponding dataset. The pre-trained RBM algorithm is
employed to enhance those features, produce a certain set of
features for each sentence and improve sentence selection to
compose the summary.

(4) The second level concatenates the representations ex-
tracted from the hidden layers of subsystems (TSS, SAS) to form
the final feature vector. The final feature vector from the previous
step is fed as input to the fully connected network (OSM) to
classify sentences (e.g., opinion summary sentence; otherwise).
Finally, the sentence selection phase is employed to generate an
opinion summary.

A detailed description of these levels is provided in the follow-
ing subsections.

3.1. Pre-processing

Before applying RDLS method, we need to perform data pre-
processing to produce a higher quality of opinion summary and
reduce the computational complexity. Briefly, the steps for pre-

processing are as follows:

5

The raw text is first given as an input to the pre-processing
step. In this step, each document is decomposed into several
paragraphs. Meantime, the track of each paragraph, each sentence
of the corresponding paragraph and the position of each sentence
in its respective paragraph are kept. Subsequently, the paragraphs
are further decomposed into sentences. In the next step, tokeniza-
tion, a basic approach of text pre-processing, splits the sentences
into words. The generated tokens (words) are used for various
purposes such as to identify term frequency, key-words, inverse
document frequency, etc. The sequence of tokens is also passed
to the next procedure, stop-word removal, to eliminate words
which do not convey any meaning and are useless for text mining.
The stop-word1 includes words like articles, conjunctions, prepo-
sitions, and pronouns which are common words with little useful
information. We also employ the stemming procedure to reduce
a word to its root form. Part-of-speech (POS) tagging is also
used to classify the words of text on the basis of part of speech
categories (e.g., noun, verbs, adverb, adjectives) they belong. The
POS tagging provides useful lexical information.

Sentiment shifter rules — the pre-processing step also applies
sentiment shifter rules on datasets. The sentiment shifter refers
to the context-based sentiment analysis. It includes some words
like ‘‘but’’, ‘‘while’’, etc. that can change the sentiment orientation
of the sentence following them [62]. Consider an instance, ‘‘the car
is good-looking but very expensive’’, where the word ‘‘but ’’ changes
the polarity of the sentence ‘‘the car is good-looking’’. In other
words, the polarity of sub-sentence before the word ‘‘but’’ and
after it is opposite to each other. Therefore, the overall opinion
is only in the sub-sentence following the word ‘‘but ’’. Hence, the

1 http://xpo6.com/list-of-english-stop-words/.

http://xpo6.com/list-of-english-stop-words/
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Table 1
Sentiment shifter rules for text sentiment analysis.
Example Semantic rules

‘‘I am sorry sub−sentence1 , but I can’t pay you
sub−sentence2 ’’

If a sentence includes ‘‘but ’’, ignore the sentiment orientation
of sub-sentence1 and only consider the sentiment of the
sub-sentence2 .

‘‘He played well sub−sentence1 , despite being injured
sub−sentence2 ’’

If a sentence includes ‘‘despite’’, only consider the sentiment
of the sub-sentence2 .

‘‘I wouldn’t wear those shoes mainclause unless I was
trying to break my ankle subordinateclause ’’

If a sentence includes ’’unless’’, and the ’’unless’’ is followed by
a negative clause, ignore the ’’unless’’ clause.

‘‘My throat is killing me, and while I got a decent
night’s sleep last night, I still feel like I’m about to
fall over’’

If a sentence includes ‘‘while’’, ignore the sentence following
the ‘‘while’’ and consider the sentiment only of the sentence
that follows the one after the ‘‘while’’

‘‘I am glad I got the job; however, I’ll have to travel
more often’’

If a sentence includes ‘‘however ’’, ignore the sentence before
‘‘however ’’ and consider the sentiment of the sentence after
‘‘however ’’
Fig. 2. The architecture of sentiment analysis embedding space (SAS).
ub-sentence before the word ‘‘but’’ is unessential part and can
e removed. The aforementioned pitfall leads to the potential
isclassification in sentiment analysis. Thus, a set of rule strategy

s required to deal with the specific particles (e.g., ‘‘but’’, ‘‘while’’,
etc.) that can affect the result of sentiment analysis. In this work,
e used the rules proposed by [63,64], as shown in Table 1.

entence vector representation — a popular approach for text
epresentation is bag-of-word (BOW) approach. In this approach,
sentence is represented using a set of its words where each
ord is weighted using various methods (i.e., term frequency
TF), True/False, 0/1, term frequency–inverse document frequency
TF–IDF)). BOW suffers two main issues [65]: (i) a vector represen-
ation based on BOW is sparse since each sentence only includes
small number of words.
A sparse representation can cause a problem for the training

rocess since some words may only appear in the testing dataset
nd never be seen in the training dataset. (ii) BOW is not able to
istinguish the meaning of two sentences because it ignores the
yntactic structure and word order in sentences. In other words,
ifferent sentences can have the same vector representations. The
-gram is another popular method that performs best [66]. It
onsiders the word order in a sentence, but it also suffers from
ata sparsity and high dimensionality.
To tackle the aforementioned problems, recently most of the

roposed systems used the word embedding technique to pro-
uce a low-dimensional vector for sentence representation. Due
o its ability to encode syntactic and semantic properties of
ords, the word embedding technique has been used for various
LP tasks such as parsing [67], POS tagging [68], etc. Word2vec2
s one of the popular word embedding models which is used

2 https://code.google.com/archive/p/word2vec/.
6

to perform the computation of the word vector representations.
It includes Continuous Bag-of-Words model (CBOW) [69], and
Skip-Gram model (SG) [16] to provide high-quality word em-
bedding vectors. The CBOW predicts the target word based on
the embedding of its context words, while the SG predicts the
surrounding words given the target word. We also employ the
word2vec approach in our proposed method and consider several
strategies to address its drawbacks.

3.2. Sentiment analysis embedding space (SAS)

As shown in Fig. 2, the SAS architecture comprises the fol-
lowing parts: input vectors, RNN–LSTM layer, concatenation layer
and fully connected layer with SoftMax output. In input vectors,
sentences are firstly considered via the pre-processing step to
standardize the sentences and capture only important informa-
tion containing the sentiment of the sentence. Therefore, the
integration of word-level embedding, sentiment and linguistic
knowledge features (word-level feature) are fed into the RNN–
LSTM layer to generate a sentence-wide feature set. In the con-
catenation layer, we augment the extracted vector representation
from last LSTM cell with the sentiment and linguistic knowledge
features (sentence-level feature) to form a final vector representa-
tion for each sentence. This vector is taken to the fully connected
layer, then the SoftMax function reveals the sentiment label,
subjective (positive/negative). We explain in detail the kinds of
RNN and LSTM that we use as follows:

Some background on RNN — the RNN is a popular neural network
algorithm that has been used in many NLP tasks. RNN is able
to model variable-length input sequences and learn long-term
dependencies among the sequence [70,71]. In other words, the
ability to capture contextual information in sequential data can

https://code.google.com/archive/p/word2vec/
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Fig. 3. The architecture of Recurrent Neural Network (RNN).

e useful to obtain semantics of long text. Fig. 3 shows a recur-
ent neural network architecture and the connections between
he hidden units. The hidden unit of an RNN is equal to ht =

(XtUt + ht−1Wht−1ht ), where t is time step, W , U , V are the
weight matrix and f is an active function. In an RNN model, each
word (hidden unit) affects all the subsequent words (hidden units).
Given the sentence ‘‘I like movie’’, the RNN processes the sentence
as follows: at the first step (t = 0), it processes the word ‘‘I ’’
and computes the hidden unit h0 (h0 = f (X0U0)). A second step
(t = 1), the word ‘‘like’’ is processed and the h0 also fed into
hidden unit h1(h1 = f (X1U1 + h0W01)). Finally, it processes the
word ‘‘movie’’ and feeds the h1 into h2 (h2 = f (X2U2 + h1W12)).

Word order information and semantic relationships between
words have an important impact on sentiment classification per-
formance. Since the RNN model deals with time-series data and
can learn from a sequence of words, it can solve the problem of
the negation which may appear in different places in a sentence.
If a negation word (e.g., not, never, etc.) appears in a sentence, the
hidden unit of this word will affect the polarity/ emotion of the
subsequent words; and as a result, it will affect the polarity of the
sentence. For instance, the words ‘‘bad’’ and ‘‘not’’ are negative,
but the phrase ‘‘not bad’’ which is combined of these two words
has a positive meaning.

RNN suffers from vanishing gradients [72]; hence, (i) the
length of the sequences that an RNN can process is limited and (ii)
RNN is not able to keep track of long term dependencies. There-
fore, LSTM network was proposed to tackle the long-distance
dependencies problem of RNN using a memory cell that preserves
state over long periods of time [73]. The core of LSTM is a memory
cell which four main gates regulate the information flow into and
out of the cell: the input gate, output gate, forgetting gate and
candidate memory cell (Fig. 4). The cell decides what to keep
in and what information to erase from memory via gates. An
LSTM architecture is not fundamentally different from RNN, but
it employs different functions to calculate the hidden state. The
LSTM memory cell is updated using the following steps:

working of gates — the gates are calculated at every timestep t
using the following equations:

it = σ (Wixt + Uiht−1 + bi) (1)

ft = σ (Wf xt + Uf ht−1 + bf ) (2)

ot = σ (Woxt + Uoht−1 + bo) (3)

c̃t = Tanh(Wcxt + Ucht−1 + bc) (4)

where ht−1 is the hidden unit at time step t −1, xt is the input at
time t . b is bias vector and subscript i, f, o and c indicate the input
gate, forget gate, output gate and cell state respectively. U and W
7

indicate the weight matrix of each gate. it , ft , ot and c̃t represent
the input gate, forget gate, output gate and candidate memory
cell state respectively. Tanh and σ are hyperbolic tangents and
sigmoid function respectively.

Memory cell update — in this step the cell state at time t is
updated using the Eq. (5). The ct−1 is multiplied by ft , then the
result of (it × c̃t ) is added.

ct = ft × ct−1 + it × c̃t (5)

Where c denotes the variable for cell state.

Hidden layer output — given the new state of the memory cells,
ct , and ot the hidden state, ht can be computed as follows:

ht = ot × Tanh(ct ) (6)

since RNN can process sequential data and the LSTM can con-
trol the flow of information, to cope with the vanishing gradient
and aid the RNN to capture long-term dependencies, we employ
RNN–LSTM in the sentiment analysis process.

3.2.1. Input features
A feature is a characteristic of a text for capturing patterns

in data. Feature extraction process transforms the input dataset
into a set of features to improve the overall quality of text
classification. The procedure of feature extraction is explained in
detail as follows:

i. Word embedding
A neural network needs a vector representation of each word

or sentence as an input to the network. Word embedding is
a method that can be used for feature learning. It is able to
transform words into real-valued and low-dimensional vectors
and capture useful syntactic and semantic properties about the
words. We use word2vec to translate a sentence into its vec-
tor representation. The word2vec was trained on 100 billion
words from Google News. In our method, given a sentence S =

{w1, w2, . . . , wn}, where n indicates the number of words in S.
Each word, wi, is associated with d-dimensional vector embed-
ding, Xi ∈ Rd. The sentence of length n is represented as follows:
All the word vector representations are concatenated in their
respective order, X1:n = X1 ⊕ X2 ⊕ · · · ⊕ Xn, where ⊕ is the
concatenation operator. Furthermore, each sentence is padded
with zero-vectors to a fixed length.

ii. Sentiment and linguistic knowledge
Although the word embedding learning method has been ap-

plied to various NLP tasks, it is not effective enough for senti-
ment analysis. The word embedding approach has some obvious
drawbacks which can be summarized as follows:

a. Word-level features

Part-of-speech (POS) tagging — word-sense disambiguation
(when a word has multiple meanings) is one of the problems
with the word embedding approach. It cannot distinguish the
senses of words and creates a single representation per word
form [74]. For example, given two sentences, ‘‘The coach devised
a great play’’ and ‘‘The boy went out to play in the yard’’, where
each sentence associates with a different meaning of the word
‘‘play’’ based on the context of the word’s usage in a sentence.
To resolve the problem, we use a simple approach, POS tagging,
as an additional feature for each word: (‘‘The/DT children/NNS
went/VBD out/RP to/TO play/VB in/IN the/DT park/NN’’, ‘‘The/DT
coach/NN devised/VBD a/DT great/JJ play/NN’’). We use a constant
binary vector (six-dimensional vector: ‘‘noun’’, ‘‘verb’’, ‘‘adjective’’,
‘‘adverb’’, ‘‘preposition’’, ‘‘conjunction’’) and concatenate with the
corresponding word embedding vector.

Sentiment-encoded word embedding — the most serious problem
with the word embedding approach is that the approach ignores
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the sentiment information of a word. As consequence, two words
with similar contexts and opposite polarity (e.g., ‘‘poor’’ and ‘‘nice’’
in ‘‘He is a nice guy’’ and ‘‘He is a poor guy’’) are mapped into
lose vectors in the embedding space. From a sentiment point of
iew, the vector representations of both above-mentioned words
hould be very different as they convey opposite polarity. Given a
ector representation that has insufficient sentiment information,
he SAS is not able to accurately obtain the overall sentiment
f the sentence, therefore, it affects the sentiment classification
erformance. To tackle the current problem, we encode the sen-
iment information into the word embedding process to learn
etter representation for sentiment analysis. To do this, we use a
-dimensional binary vector of prior sentiment polarity of words
positive/negative polarity). For each word of the input sentence,
he corresponding sentiment polarity is provided by the prior
nowledge or external source such as sentiment dictionary. One
roblem that we encounter is that a word of the sentence is not in
he lexicon. In such case, we employ the SSMmethod as described
n the previous section. The binary vector is appended to the
nd of the corresponding word embedding. In sentiment analysis,
sentiment lexicon can provide prior knowledge. A sentiment

exicon contains a set of words and their corresponding sentiment
core/polarity. In our work, we combine ten sentiment dictionar-
es in order to tackle the word coverage limit of an individual
entiment dictionary (called MSD). We explain the combination
rocess in the following section:

entiment lexicons combination — we integrate several senti-
ent dictionaries. The existing dictionaries with different size
nd format are mapped to three categories as follows. Since
he lexicons have various formats, we first standardize them,
hen, the score of each word in MSD is computed by averaging
entiment scores of overlapping words.

ategory 1: a sentiment dictionary includes sentiment score with
arious numeric ranges (e.g., (Nielsen, 2011), [−5, +5]; [75], [−7,
7]; [76], [−1, +1]; [77], [−5, +5]; [78], [0,1]. For this type
f lexicons, a sentiment score is normalized from [−5, +5] or
−7, +7] or [−1, +1]. Regarding Baccianella, Esuli and Sebas-
iani [78], each row of this lexicon includes a synset with POS
nformation, an ID that maps the synset to WordNet, the positive
Pos)/negative (Neg) sentiment scores and a gloss which contains
he meaning and sample usage of the terms present in the synset.
ach synset is a group of terms that are synonyms of one another.
synset is ‘‘objective’’ if the following equation is equal to 1,
bjScore = 1 − (PosScore + NegScore). Eq. (7) [79] is used to
alculate the score of each word within the range of [−1, 1]:

enti_score = (Positive − Negative ) (7)
score score

8

If senti_score is greater than zero, less than zero or equal
zero the sentiment word orientation is positive, negative or neu-
tral/objective, respectively.

Category 2: The sentiment dictionary classifies the words into
‘‘positive’’, ‘‘negative’’ and ‘‘neutral’’ (e.g., [80] and [36]). In this
type of category, we assign +1, −1, 0 to positive, negative and
neutral words, respectively.

Category 3: The sentiment dictionary classifies the words into
several types of emotions such as ‘‘bad’’ and ‘‘happy’’ or cat-
egorize into several groups such as ‘‘positiv’’, ‘‘affil’’, ‘‘strong’’,
‘‘weak’’, ‘‘fail’’, ‘‘passive’’ (e.g., [81] and [18]). Therefore, we assign
(+1) to words from ‘‘positive-emotion’’ or ‘‘positive-group’’, (−1) to
‘negative-emotion’’ or ‘‘negative -group’’ and (zero/0) to ‘‘neutral-
motion’’.

emantic Sentiment Method (SSM) — as mentioned above, the
imited words coverage is a major limitation of a sentiment
exicon. We exploit the SSM to specify the score of a word if
t does not exist in MSD. Let WS = {W1,W2 · · ·WN} include
he synonymous words of a word (W ). For each W of WS, the
lgorithm 1 performs the following tasks: (1) if the W exists in
he MSDL, then SSM returns its sentiment score (SC); (2) the SSM
hecks, if the SC value is greater than 0 (zero), then SSM adds the
C to the Possw; (3) if the SC value is smaller than 0, then SSM
adds the SC to the Neg sw . Finally, the following equation is used
to compute keywords Total Sentiment Score of W.

Total Sentiment Score (W ) =

∑
Possw −

∑
Negsw

m + n
(8)

Let n and m indicate the number of positive and negative
ords respectively.

∑
Possw and

∑
Negsw are defined as follows:

Possw =
∑

SCpositive and
∑

Negsw =
∑

SCnegative.
b. Sentence-level features
Apart from word-level features, there are sentence-level fea-

ures that cannot be ignored for training the sentence-level. The
ollowing features are extracted at the sentence level:

exicon feature:

• The number of positive sentiment tokens in a sentence.
• The number of negative sentiment tokens in a sentence.

he total sentiment score feature:
• The sum of the scores of the sentiment tokens.

egation features:
• Frequency of individual negation words within a sentence.



A. Abdi, S. Hasan, S.M. Shamsuddin et al. Knowledge-Based Systems 213 (2021) 106658

P

P

S

t
t
t

T
p
c
s
q

3

s
t
f
o
o

t
r
s
a
e
m
a
t
i
i
v

Fig. 5. The architecture of Text summarization embedding spaces (TSS).
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unctuations feature:

• Frequency of exclamation (‘‘!’’) mark.
• Frequency of Question (‘‘?’’) mark.

OS feature:
• Frequency of nouns, adjectives, verbs, adverb.

entence types:
We also considered the different types of sentences as a fea-

ure [20,26]: (1) subjective/ objective sentence: an objective sen-
ence expresses factual information, while and a subjective sen-
ence expresses an opinion or sentiment; (2) interrogative sen-
tence/conditional sentence: an opinionated sentence may not
present any opinion or sentiment such as, ‘‘may you tell me
which Samsung laptop is good?’’, ‘‘If I can find a good laptop in
the shop, I will buy it ’’ and ‘‘is your bicycle in a good condition?’’.
hese sentences contain sentiment words, but they do not ex-
ress a positive or negative opinion on the laptop. However, all
onditional and question sentences do not express opinion or
entiments. We use four types of sentences (objective, subjective,
uestion, conditional) encoded as a 4-dimensional binary vector.

• Is the sentence subjective?
• Is the sentence objective?
• Is the sentence question/ interrogative sentence?
• Is the sentence conditional sentence?

.3. Text summarization embedding spaces (TSS)

The neural network model designed for TSS is based on Re-
tricted Boltzmann Machines algorithm. The main principle of
his section is to address the selection of important sentences
rom a text for a summary. Fig. 5 presents a general architecture
f the proposed model of our deep network. The model consists
f input vectors, RBM algorithm, and summary generation.
To achieve efficient representation of the text, the input sen-

ences are converted into numerical values, called vector rep-
esentation, for the correct realization of a text summarization
olution. The feature extraction is done on the text obtained
fter the pre-processing step. Then, a concatenation of word-level
mbedding, statistical and linguistic knowledge features are sub-
itted to the RBM algorithm. We also pad zeros at the beginning
nd end of the sentence. The RBM algorithm is used to reduce
he length of input feature vectors (dimensionality reduction)
n order to produce complex features out of simple ones and
mprove the quality of the summary. Consequently, the sentence
ector is passed through the hidden layer in which each feature
9

vector value is multiplied by learned weights and a bias value is
added to all the feature vector values which are also learned by
the RBM. It is worth noting, the input layer size depends on the
number of input features that are extracted using the word-level
embedding, statistical and linguistic knowledge. The output layer
size is variable and usually represents a concise version of the
input feature vector.

Summary generation is performed using two steps, sentence
classification and sentence selection. Above the RBM algorithm,
there is a fully connected SoftMax layer. The SoftMax classifier
as the output layer of a neural network is used to predict the
label for each sentence (e.g., ‘‘summary sentence’’ or ‘‘otherwise’’).
Any sentence with label ‘‘summary sentence’’ is considered as a
candidate summary sentence. Once the sentences were classified
by the fully connected layer into the two labels, a simple ap-
proach is used to create the final summary. To do this, Sen_Vec
hat includes a pair of the candidate summary sentence and its
orresponding feature vector is passed to the ‘‘Sentence Selection’’
tep to produce the final summary.
Sen_Vec = {(Sen1, Vec1), (Sen2, Vec2) · · · (Senn, Vecn)}, where

en1 indicates a candidate sentence for summary text and Vec1
demonstrates the corresponding feature vector extracted using
the section ‘‘3.3.1. Input features’’). For instance, Vec = (title, sen-
tence position, proper noun score, cue-phrases, . . . ). In the sentence
selection step, firstly, each sentence score is computed using
the sum of its feature vector values. Let Vec1 = (2, 0, 3, 0, . . . )
be the corresponding vector of sentence Sen1 and Senscore =

2 + 0 + 3 + 0 + · · ·) is the sentence score of sentence Sen1.
econdly, the sentences are sorted in descending order based on
he Senscore. Then, a sentence with the highest score is added into
summary, S. The next sentence is added into S, if its Jaccard

imilarity [82] with other sentences of S does not exceed the pre-
efined threshold. This process is repeated until a user specified
ummary limit is reached. At the end, the set S is considered as
final summary.
Restricted Boltzmann Machine or RBM3 is an undirected graph-

cal model based on a bipartite graph [83–86]. As shown in Fig. 6,
he model includes two main layers: a visible layer (input data)
nd a single hidden layer (feature detectors). RBM is a variant of
oltzmann machines, with the restriction that a pair of units from
he visible and hidden layers have a connection, and there is no
onnection between units within a layer. The connection between
nits is symmetric where the information flows in both directions
nd the weights are the same in both directions. Since our input
ata includes the real values, we use Gaussian–Bernoulli RBM.

3 https://pathmind.com/wiki/restricted-boltzmann-machine.

https://pathmind.com/wiki/restricted-boltzmann-machine
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Fig. 6. The architecture of Restricted Boltzmann Machines (RBM).

he energy function of Gaussian–Bernoulli RBM is defined as
ollows [85,87]:

(v, h|θ) == −

nv∑
i=1

(vi − bi)2

2σ 2
i

−

nv∑
i=1

nh∑
j=1

wijhj
vi

σi
−

nh∑
j=1

cjhj (9)

where v is the real-valued input feature, h is a hidden unit. b and
are biases of hidden unit and visible unit, respectively, wij is

he weights between visible units and hidden units and σ is the
tandard deviation of the visible unit.
The conditional probability of the visible unit and the hidden

nit can be derived as follows:

(vi|h) =
1

σi
√
2π

exp(−
1

2σ 2
i
(vi − bi − σi

∑
j

wijhj))

= ℵ(v, bi + σi

∑
j

wijhj, σ
2
i )

(10)

(
P(hj = 1|v

)
= sigm(ci +

∑
i

wij
vi

σi
) (11)

here ℵ(v, µ, σ 2) indicates a Gaussian distribution with the
mean µ and the variance σ 2, and sigm (x) =

1
1+exp(−x) .

Parameters update, the parameters of RBM, wij, bi and ci can
e updated as follows:

Wij =
1
σi

(
⟨
vihj

⟩
data −

⟨
vihj

⟩
recon) (12)

∇bi =
1
σ 2
i
(⟨vi⟩data −

⟨
vj

⟩
recon) (13)

∇ci = (⟨hi⟩data −
⟨
hj

⟩
recon) (14)

We denote by ⟨.⟩data and ⟨.⟩recon the expectation over the data
nd model distributions, respectively.

.3.1. Input features
In this step, each sentence from the multiple documents is

tructured into a feature vector. To create the most suitable
nd informative summary, we consider various features for the
omputation. The feature sets are:

. Word Embedding
Each sentence is converted into a vector representation using

he word2vec model. Then, the average over the vectors of all
ords of the sentence will be presented as a sentence vector.
inally, the sentence vector is concatenated into the statistical
nd linguistic knowledge-based feature vector.

i. Statistical and linguistic knowledge
The following significant features are extracted for all sen-

ences.
10
• Title
A sentence is important if it includes words that occurred in

he title or major headings of a document [88]. The score of title
eature is the ratio of the number of tokens in the sentence that
ccur in title to the total number of tokens in the title.

• Cue-phrases
Cue-phrase includes set of words1 [89–91] (e.g., ‘‘in conclu-

ion’’, ‘‘in summary’’, etc.) that are often followed by the significant
nformation. Therefore, a sentence including cue-phrase may be
onsidered important. The score of cue-phrase feature is the ratio
f the number of cue-phrases in the sentence to the sentence
ength (number of tokens in the sentence).

• Sentence location
The sentence location ranking is based on the idea that an im-

ortant sentence can be judged by its position in the document or
n a paragraph [92]. The authors usually introduce the main idea
t the beginning of the document or the paragraphs [93]. Para-
raphs at the beginning and at the end of a document are more
nformative and important to the document set [94]. To compute
he sentence location score, we use the following equations [93]:

sentence position score relative to document (Si) = 1 −
i − 1
N

(15)

sentence position score relative to paragraph (Si) = 1 −
i − 1
M

(16)

where N and M are total numbers of sentences in document and
paragraph respectively. 1 < i < N,M , where i is the ith sentence
n the document or paragraph.

• Keyword weight
Key-word weight is an important feature that can be consid-

red for text summarization. A sentence with a frequent word
ontains relevant information and can be indicative of the docu-
ent topic [92,95]. The keywords are determined by Term Fre-
uency (TF) and Inverse Document Frequency (IDF), as shown in
q. (17) [9]. The TF is the number of times a word Wi appears in
document and the IDF is a measure of the general importance
f the word. The IDF is calculated by dividing the total number of
ocuments N by the number of documents, dfi, including the Wi
nd then taking the log of that quotient.

f idf = TFi × IDF = TFi × log
N
dfi

(17)

The keyword weight score is the rate of summation of the TF–
IDF of all words in a sentence over the maximum of summation
values of all sentences in a document. It is calculated using the
following equation:

Keyword weight (Si) =

∑
wj∈Si

(TFIDF )wj

MAX
∑

(TFIDF )
(18)

• Proper Nouns and Numerals
These features are used to give importance to sentences. The

entence that includes more proper nouns and numerals is essen-
ial and likely to be included in the summary. For each sentence,
e calculate the nouns feature score and numeric feature score
s follows:

Nouns feature score =
# of proper noun in the sentence

the length of the sentence
(19)

umerals feature score =
# of numerals in the sentence

(20)

the length of the sentence
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• Sentence Length
The sentence length feature is employed to eliminate sentence

that is too short in a summary since the short sentence is consid-
ered as not important for a summary. The sentence-length feature
score is computed as follows:

sentence − length feature score

=
# of tokens in the sentence, S

# of tokens in the long sentence
(21)

• Non-essential information
Non-essential information indicates the sentence that includes

some words such as ‘‘because’’, ‘‘furthermore’’, and ‘‘additionally’’.
These words typically occur at the beginning of the sentence. If a
sentence includes one of the non-essential words, its score equals
to ((# non-essential information words)/ (length of sentence)); oth-
erwise, 0.

• Sentence-to-Sentence similarity
This feature determines the importance of a sentence, S, based

on the similarity measure between S and other sentences in a
ocument (i.e., X). It is calculated as follows:

entence to sentence similarity (Si) =

∑
X∈D

Sim (Si, X)∑
k∈D Sim (k, X)

(22)

here D includes all sentences. The Sim (Si, X) is calculated using
he Jaccard measure (Jaccard, 1912), as shown in Eq. (23).

im (S1, S2) =

∑m
j=1(w1j · w2j)∑m

j=1 w2
1j +

∑m
j=1 w2

2j −
∑m

j=1(w1j · w2j)
(23)

here S1 = (w11, w12,... , w1m) and S2 = (w21, w22,... , w2m) are
he vectors of sentences S1 and S2, respectively; wpj is the weight
f the jth word in vector Sp, m is the number of words. Each wpj
an be weighted using TF, TF–IDF, 0/1).

• Part-of-speech ratio
The numbers of nouns, verbs, adjectives and adverbs in the

entence, divided by the sentence length.
At the end of this step, we have a sentence-feature matrix. This

eature matrix is learned using RBM algorithm. Finally, the final
xtracted feature vectors from the RBM will be fed into a SoftMax
unction to classify each sentence as opinion summary sentence
r otherwise.

.4. Opinion summarizer model (OSM)

The OSM contains two main phases: sentence classification
nd Sentence selection. The sentence classification phase concate-
ates the feature vector, X , extracted from the hidden layer of
ach embedding space (TSS and SAS) to form the final generated
eature vector, X = XTSS ⊕ XSAS = [x1, x2, . . . , xm]. The final
ector representation, X , is then fed into the SoftMax classifier to
redict label (‘‘opinion summary sentence’’; ‘‘otherwise’’) of each
nput sentence. The SoftMax function computes the probability
istribution over labels using Eq. (24), where X is a sample vector,
is the number of labels (classes), w is the weight vector and j

ndicates the jth label.

(y = j|X) =
eX∑k
k=1 eX

= x0w0 + x1w0 + · · · + xmwm =

m∑
l

xlwl

(24)

In the Sentence selection phase, based on the sentence classifi-
cation phase results, S = {s1, s2, . . . ., sn}, where n is the number
of sentences with assigned ‘‘opinion summary sentence’’ labels, the
11
similarity score between each sentence siϵS and other sentences
in S is calculated using Eq. (25).

Similarity score (si) =

∑
d∈S

Sim (si, d)∑
l∈S Sim (l, d)

(25)

here, the similarity score between two sentences, Sim (S1, S2) is
omputed using the Jaccard measure, Eq. (23). Let the Ssim_score =

(s1, val), (s2, val) · · · (sn, val)} includes all sentences and their
orresponding similarity score, val.
In the next step, ‘‘redundancy removal’’, the greedy algorithm

s employed to select a subset of sentences and eliminate the
edundant information. To perform it, given the Ssim_score, first,
he sentences are sorted in descending order. Then, a sentence
ith the highest similarity score is added into a summary. The
ext sentence is added into the summary, if its Jaccard simi-
arity measure with other sentences of the summary does not
xceed the pre-defined threshold. This process is repeated until a
ser-specified summary limit is reached. Finally, the summary is
onsidered as an opinion summary.

. Experimental results and discussion

As discussed in the literature, opinion summarization depends
n sentiment analysis and text summarization aspects. For this
eason, we incorporate both sentiment analysis and text summa-
ization in our RDLS method. We create different models for each
f them, namely: SAS and TSS. The idea is to train each model
n its corresponding benchmark dataset and, then, use these
re-trained models together to extract opinion summary-related
eatures from the datasets. The important research question here
s – does the RDLS model help to improve opinion summary gen-
ration performance?’’. Throughout the rest of this section, we
ddress the above-mentioned question in detail. In this section,
e conducted three sets of experiments to verify the validity
f the proposed method. Experiments 1, 2 and 3 are organized
ccordingly to evaluate the performance of SAS, TSS and RDLS.

.1. The dataset

To have an extensive exploration of the RDLS, we conducted
ifferent experiments on various publicly available datasets that
re specifically developed for sentiment analysis and text sum-
arization. The Movie Review (MR) Dataset4 [96] is a collection
f movie-review documents labeled with respect to their over-
ll sentiment polarity (positive or negative). The MR dataset in-
ludes 50,000 binary labeled reviews from IMDB (positive 25,000,
egative 25,000). Besides than MR dataset, we also used Doc-
ment Understanding Conferences (DUC) datasets, DUC5 2001
nd 2002, which are commonly used evaluation corpora for
ummarization. The documents are all from the news domain
nd are grouped into various thematic clusters. The DUC 2002
ataset includes 567 documents on 59 different topics. The DUC
001 dataset contains 60 sets of approximately 10 documents.
t includes two main tasks: (a) single-document summarization:
iven a single document, a generic summary of the document
ith a length of approximately 100 words is created; (b) multi-
ocument summarization: given a set of documents, four generic
ummaries of the documents with lengths of approximately 400,
00, 100, and 50 words are created.
To examine the performance of our method, we also need
gold standard data, which is a set of all correct results. We
se the DUC 2002 dataset to create a gold standard dataset as

4 http://www.cs.cornell.edu/people/pabo/movie-review-data/.
5 http://duc.nist.gov.

http://www.cs.cornell.edu/people/pabo/movie-review-data/
http://duc.nist.gov
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udgment data to determine whether the output of the method
s correct or not. For this purpose, three different annotators
rovided an extractive summary using the opinionated sentences
s follows: (1) the text is decomposed into several sentences;
2) subsequently, the annotators specify the polarity of each
entence (‘‘Positive’’, ‘‘Negative’’, ‘‘Neutral’’); (3) the sentences are
categorized into subjective and objective sentences; (4) an opin-
ion summary is produced using the subjective sentences. In our
experiment study, all the above data sets are randomly split into
training set (70%) and test set (30%).

4.2. Performance measurement

We evaluate the RDLS using 2 Key Performance Indicators
(KPI) which are: (1) Recall-Oriented Understudy for Gisting Evalu-
ation (ROUGE-N) metric (Eq. (26)) (Lin, 2004) to judge the quality
of a summary. ROUGE has been adopted by DUC as a standard au-
tomatic evaluation metric since 2004. The n-gram ROUGE metric
can be computed as follows:

ROUGE − N

=

∑
SϵReference summaries

∑
N−gramεS Countmatch (N − gram)∑

SϵReference summaries
∑

N−gramεS Count (N − gram)
(26)

where N indicates the length of the n-gram and Count match (N-
gram) indicates the total number of the n-grams occurring in both
a reference and a candidate summary. Count (N-gram) indicates
the number of n-grams in the reference summaries. In our exper-
iments, we employed two metrics ROUGE-1 and ROUGE-2. We
also measure the average ROUGE score value which is computed
as (27).

Average ROUGE Score (ARS) =
ROUGE − 1 + ROUGE − 2

2
(27)

(2) Accuracy where the proportion of correct answers over the
otal of answers considered in the evaluation.

.3. Experiment 1: Sentiment analysis embedding space

The SAS model uses RNN–LSTM structure for sentiment fea-
ure extraction. We use the movie sentiment analysis dataset for
he training. This pre-trained model is then employed in RDLS
ystem. Each sentence of movie dataset is represented using the
ord embedding, sentiment and linguistic knowledge features.
hen, RNN–LSTM receives the current feature vector and cre-
tes an output. Finally, in the output layer of RNN–LSTM, the
oncatenation of feature vector extracted from the last LSTM
ell and the sentence-level feature is fed into a SoftMax fully
onnected layer. We use SoftMax function to classify data into
wo classes. This network is trained by stochastic gradient de-
cent (the optimization algorithm) with cross-entropy (negative
og-likelihood) loss functions. We use the learning rate of 0.03
o minimize the loss function. The cross-entropy is one of the
ommon methods for evaluating the loss function [97]. The loss
unction6 (LF ) is computed using the cross-entropy formula as
ollows: Lf

(
y, ỹ

)
= −

∑
y ln(ỹ), where y is a gold distribution

nd ỹ is a predicted distribution (the model output distribution).
n addition, in our experiment, we employ l2 norm constraint
egularization and dropout technique [98] to build a robust sys-
em. Dropout is an approach to regularization in neural networks
hich is employed to overcome overfitting problem. Dropout
efers to ignoring neurons during the training phase of certain
et of neurons which is chosen at random. The idea behind the
ropout method is that during the training phase randomly sets

6 https://deeplearningdemystified.com/article/fdl-3.
12
Table 2
The results obtained from the experiments carried out varying the SAS method
Methods WEF WLF SLF Accuracy

SAS Full + + + 86.13
SAS WEF+SLF + + 82.21
SAS WEF+WLF + + 84.50
SAS WEF + 79.67

hidden unit values to zero with a probability of p. The proportion
of units to be dropped is a hyper-parameter to be determined by
the user. We also impose a l2 norm constraint during training for
regularization [99]. L2 norm7 is calculated as the square root of
the sum of the square vector values: ∥v∥2 = sqrt

(
a21, a

2
2, . . . , a

2
n

)
,

where v⃗ = (a1, a2, . . . , an).

4.3.1. Model variations: Effect of word-embedding, word and sen-
tence levels features

To analyze the effect of the word embedding feature (WEF),
sentence-level features (SLF), Word-level features (WLF), we train
different SAS methods with different combinations of features as
follows:

• SAS Full: This method incorporates all the available features:
WEF, SLF and WLF.

• SAS WEF+SLF: This represents the SAS method in the absence
of WLF feature set. It is trained and evaluated with the WEF
and SLF features.

• SAS WEF+WLF: A SAS method with WEF and WLF features.
• SAS WEF: A SAS method that is trained and evaluated using

WEF features.

The results of varying the SAS method are presented in Table 2. As
shown in the table, among all the various SAS methods, the SAS
Full achieves the best performance in comparison with the other
methods with 86.13% accuracy. It outperforms SAS WEF by 6.46
points, SAS WEF+WLF by 1.63 points and reports approximately 4
points better accuracy as compared to SAS WEF+SLF . Based on the
result: (a) we get the best accuracy when we use all features.
This can be explained by the fact that SAS Full exploits contextual
information, sentiment information of sentences and words. It is
also able to distinguish words with opposite sentiment polarity.
(b) Word-level features have performed significantly better than
sentence-level features. Due to the results, we use the combined
features (WEF + WLF + SLF ) for the proposed method.

4.3.2. Comparison with related methods
In this subsection, we compare our method, SAS, with the

other existing well-known methods for sentence-level sentiment
classification which are: (1) CNNSC [100] ; (2) IWVSA [31]; (3)
DLUSA [101]; (4) CSNSA [102]; (5) TSND [2]; and (6) CCRSA [103].
Table 3 shows the performance of the SAS against these meth-
ods on the movie dataset in terms of accuracy. In Table 3,
the column (‘‘SAS improvement ’’) indicates the relative improve-
ment for comparison between the SAS method and other meth-
ods. The relative improvement measure is computed as follows:
(Our Method−Other method

Other method ) × 100. The sign ‘‘+’’ demonstrates the
SAS improves the corresponding method. For instance, the SAS
improves the performance of the TSND with 6.73% accuracy.
From Table 3, it is found that DLUSA has the worst performance
(Accuracy: 76.20% ), while the SAS method (Accuracy: 86.13% ) is
xtremely strong and performs best among all the methods. This
tems from the following reasons:

7 https://machinelearningmastery.com/vector-norms-machine-learning/.

https://deeplearningdemystified.com/article/fdl-3
https://machinelearningmastery.com/vector-norms-machine-learning/
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able 3
he accuracy comparisons between our method (SAS) and other methods, on
OV dataset.
Group Methods Accuracy SAS improvement (%)

CNN CNNSC(CNN) 79.80 + 7.93
IWVSA(CNN) 81.50 + 5.68

DBN DLUSA(DBN) 76.20 + 13.03

Recurrent SAS(LSTM) 86.13 –
CSNSA(bi-LSTM) 83.90 + 2.66

Recursive TSND(Tree bi-LSTM) 80.70 + 6.73

CNN-RNN CCRSA(CNN-LSTM) 82.20 + 4.78

(1) Since (a) word2vec method does not explicitly exploit
he sentiment information of the text, (b) a vector representa-
ion based on the word2vec method has not enough sentiment
nformation to perform sentiment analysis and, (c) in vector
epresentation using word2vec method, the words with opposite
olarity such as ‘‘good’’ and ‘‘bad’’ are mapped to close word
ectors, the SAS method incorporates the prior sentiment knowl-
dge information (a sentiment lexicon) into the word2vec method
o cope with the above-mentioned problems, while other meth-
ds (e.g., TSND, CCRSA, CNNSC, DLUSA) do not use the sentiment
nowledge information.
(2) The SAS method also combines ten (10) sentiment dic-

ionaries in order to use as the prior sentiment knowledge. The
nderlying reasons are to overcome the word coverage limit and
arious sentiment dictionaries complement each other. TSND,
CRSA, CNNSC, and DLUSA methods do not use any sentiment
exicon, CSNSA uses 4 sentiment dictionaries while IWVSA uses 6
entiment dictionaries for sentiment analysis.
(3) In addition, since the word embedding model cannot dif-

erentiate the senses of a word and creates a single representation
er word form, the SAS method can effectively deal with word
ense variations, while the other methods (e.g., CSNSA, TSND,
CRSA, CNNSC, DLUSA) do not consider the aforementioned issue.
(4) Furthermore, since the performance of a sentiment analysis

ethod relies on the different types of sentences, the SAS method
onsiders the types of sentences in sentiment analysis, while the
ther methods do not consider them.
(5) The SAS also considers contextual polarity and the senti-

ent shifter rules (refer to Section 3.1. Pre-processing) in senti-
ent analysis, while the other methods (e.g., CSNSA, TSND, CCRSA:
xcluding the sentiment shifter rules) and (e.g., DLUSA, CNNSC,
WVSA: excluding the sentiment shifter rules and contextual polarity)
o not consider them.
(6) RNN can handle sequential data while CNN cannot. There-

ore, the SAS method can capture word order information and
emantic relationships between words which are very impor-
ant for text classification, while the other methods (e.g., IWVSA,
NNSC, DLUSA) cannot do so.
(7) Since word2vec method is good at capturing the semantic

nformation, the addition of handcrafted features assists it in
inding the sentiment more accurately (Table 3). The SAS method
lso uses complex external features (word level and sentence levels
eatures), while the other methods do not use external features.

.3.3. Sentiment lexicon size
We also investigate whether bigger sentiment lexicon can lead

o promising results. The relationship between the number of
exicon words and the performance is presented in Fig. 7. We
ound that the smallest dictionaries (AFINN (word size: 2477))
erform poorly. There seems to be a correlation that larger is
etter. It can be observed that the SentiWordNet (word size:
55,287) leads to the highest throughput. The reason is due to
he wide coverage of sentiment words.
13
Table 4
The results obtained from the experiments carried out varying the TSS model.
Methods ROUGE-1 ROUGE-2 ARS

TSS Full 0.3857 0.0864 0.2361
TSS SLK 0.3682 0.0741 0.2212

Table 5
The results obtained from the experiments using TSSRBM and TSSNORBM .
Methods ROUGE-1 ROUGE-2 ARS

TSS RBM 0.3857 0.0864 0.2361
TSS NO RBM 0.2875 0.0583 0.1729

4.4. Experiment 2: Text summarization embedding spaces

Extracting significant information from a text is a well-known
challenging problem in text summarization. In our model, TSS,
we use RBM algorithm to enhance and improve a set of features
in order to extract informative information. The TSS model is
trained using the DUC dataset to classify a sentence into binary
classes, whether the sentence is a summary sentence or not.
TSS embedding is trained as follows: first, the word embedding,
statistical and linguistic knowledge feature vector is extracted
for the text. Then, the feature set is passed through RBM. The
feature vector extracted from RBM is used as input of a SoftMax
fully connected layer. The nonlinearities of the hidden layers
are corrected by a Rectified Linear Unit (ReLU) function. The
output layer is a SoftMax that contains two neurons to classify
a sentence. Training of network is performed by minimizing the
binary cross-entropy error. For parameter optimization, we use
stochastic gradient descent procedure with the learning rate set
to 0.03. For regularization, we apply a dropout mechanism and a
constraint on l2 norms of the weight vectors to the network.

4.4.1. Model variations: Effect of word-embedding, statistical and
linguistic knowledge features

In this subsection, we compare TSSFull with TSSSLK , where
SLK (indicates statistical and linguistic knowledge feature) and Full
(refers to SLK + WEF: statistical and linguistic knowledge features
combined with word embedding-based feature). In this experiment,
our aim is to examine the efficiency of the combination of SLK
and WEM on TSS model. To do this, we conduct an experiment
on DUC 2001 dataset. The experimental results of TSSWEF+SLK and
TSSSLK are presented in Table 4. From the results, we find the
SSWEF+SLK greatly outperforms TSSSLK (ARS: 0.2361). It shows
hat (1) WEF vector can help the SLK vector to learn better sen-
ence representations; (2) the combination of them improves the
verall performance; (3) the outstanding summarization ability
f the TSSWEF+SLK . However, due to the experiment, we use the
ombined features (SLK + WEF ) for the TSS model.

.4.2. Model analysis: Effect of restricted Boltzmann machine (RBM)
In the current subsection, we investigate the effect of RBM on

SS. To do this, we compare TSSNO RBM with TSSRBM as follows:
(1) TSSRBM considers RBM and the input feature vector is given

s input to RBM.
(2) TSSNORBM does not consider RBM and the input feature

ector is given as input to fully connected layer (refer to Fig. 5).
The experimental results of these methods are presented in

able 5. It is found that the encouraging performance on this
ataset is obtained when the TSS model uses RBM algorithm.
n other words, we find that TSSRBM (ARS: 0.2361) performs bet-
er than the TSSNORBM (ARS: 0.1729) model to produce a text
ummary.
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able 6
erformance comparison of extractive methods on the DUC 2001 dataset.
Methods ROUGE-1 ROUGE-2 ARS TSS improvement (%)

LexRank 0.3343 0.0609 0.1976 + 19.46
Reg Manual 0.3455 0.0718 0.2087 + 13.13
TSSFull 0.3857 0.0864 0.2361 –
RASR 0.3631 0.0849 0.2240 + 5.38
R2N2(GA) 0.3588 0.0764 0.2176 + 8.48
PriorSum 0.3598 0.0789 0.2194 + 7.61
R2N2(ILP) 0.3691 0.0787 0.2239 + 5.43

4.4.3. Comparison with related methods
To evaluate our model, an extensive experiment on TSSFull

as carried out. We compare TSSFull with the systems that per-
ormed best on DUC 2001 dataset, which are: (1) graph-based
ummarization model LexRank [104]; (2) PriorSum which uses
CNN and surface features to encode each sentence [105]; (3)
eg Manual [105] which employs human-compiled features such
s ‘number ’, ‘nentity’ and ‘stopratio’; (4) RASR [106], a system to
odel importance and redundancy simultaneously by computing

he relative importance of a sentence given a set of selected
entences; (5) R2N2(GA) and R2N2(ILP) [107] where the R2N2
ses a recursive neural network to learn the combination of
and-crafted features.
Results of TSS model against other methods are listed in Ta-

le 6, mainly measured by ARS. In Table 6, each row represents
summarization method and each column explains an evalua-

ion metric. From the results presented in the table, the model
SSFull obtains the highest performance in terms of ARS metric
n the dataset (ARS: 0.2361). In other words, the TSS significantly
utperforms state-of-the-art summarization methods R2N2, Pri-
rSum, etc. The improvement of our method comes from two
spects: (1) the effectiveness of the incorporation of word em-
edding, statistical and linguistic knowledge feature. This means
hat the vector representation of each sentence using the above-
entioned features has more input information which can be
ritical for determining how important the sentence is for the
ocument. In other words, to determine whether a sentence
hould be included in the final summary or not; (2) the TSSFull
eals with redundancy and information diversity issues.

.5. Experiment 3: Opinion summarizer model

In this section, we evaluate the performance of OSM. As dis-
ussed before, the OSM includes two main phases: (1) a sentence

lassification phase (SCP) based on the DNN to predict the label

14
f each input sentence; and (2) a sentence selection phase (SSP)
o create final opinion summary. In the SCP, the concatenation of
eature vectors extracted from the SAS and TSS models is used
s input of a SoftMax fully connected layer. The output layer
s a SoftMax that contains two neurons to classify a sentence
‘‘opinion summary sentence’’; ‘‘otherwise’’). Training of the DNN
s performed by minimizing the binary cross-entropy error. The
ack-propagation algorithm with the learning rate of 0.03 is
sed to update weights. Furthermore, we also apply the dropout
echnique and a constraint on l2 norms of the weight vectors to
he network for regularization.

.5.1. Model Analysis: Effect of ‘Sentiment analysis embedding
pace’, ‘Text summarization embedding spaces’ and ‘Sentiment anal-
sis embedding space + Text summarization embedding spaces’
In the current subsection, we investigate the effects of TSS

OSMTSS), SAS (OSMSAS) and the ‘SAS + TSS’ (OSMFull) to produce
an opinion summary. We eliminate the TSS model and SAS model
from OSMFull separately and conduct three different experiments
on DUC 2002 dataset:

(1) TSS (OSMTSS ): we apply the TSS model and obtain the vector
representation from the last hidden layer. Subsequently, we pass
the current vector to the SCP of OSM to predict label of each input
sentence. Finally, the output of the SCP is passed to the SSP in
order to produce the final summary.

(2) SAS (OSMSAS ): we apply the SAS model and obtain the vec-
tor representation from the last hidden layer. Subsequently, we
perform the same above-mentioned processes.

(3) ‘SAS + TSS’ (OSMFull): we apply the combination of the SAS
and TSS models to the dataset. The experimental results of these
approaches are presented in Table 7.

As can be seen from the results in Table 7, the SAS model (ARS:
0.2003) is more effective than TSS model. This is because by em-
ploying SAS model, the OSMSAS obtains relevant sentences which
include expressions of opinion. In addition, the vector represen-
tation extracted from SAS model can extract the deep sentiment
information, which contributes more to sentence classification
using SCP.

We also see the contribution of TSS (ARS: 0.1294) by removing
the SAS model. It is interesting to find that TSS is obviously
lower effective than SAS. This can be described by the fact that
in contrast to OSMSAS , when the OSM uses only the TSS model,
many sentences that participated in the final summary contain

no opinions.
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able 7
he results obtained from the experiments carried out varying the OSM.
Methods TSS SAS ROUGE-1 ROUGE-2 ARS

OSMTSS + 0.2273 0.0315 0.1294
OSMSAS + 0.3269 0.0737 0.2003
OSMFull + + 0.4673 0.0859 0.2766

Table 8
The Performance of the OSMFull against other methods.
Methods ROUGE-1 ROUGE-2 ARS OSM improvement (%)

OMSHR 0.3831 0.0571 0.2201 + 25.66
SOSML 0.4161 0.0679 0.2420 + 14.30
TSAD 0.3334 0.0451 0.1892 + 46.16
OSMFull 0.4673 0.0859 0.2766 –
CHOS 0.3832 0.0461 0.2146 + 28.86
SOSPR 0.3041 0.0401 0.1721 + 60.72

As a result, the encouraging performance on this dataset is
btained when the SAS model is used together with the TSS
odel (ARS: 0.2766). In other words, we find that the jointed
rchitecture of TSS and SAS models performs better than the TSS
nd SAS models alone to produce the final summary.

.5.2. Comparison with related methods
In order to demonstrate the robustness of the OSMFull, we

compare it with several existing well-known methods on the
aforementioned dataset. These methods are: (1) OSUG [58]; (2)
SUSA [57]; (3) OSHR [108]; (4) OSPR [109]; and (5) SOSML [28].
The experimental comparison between OSMFull and other meth-
ods is presented in Table 8. We observe from table that OSMFull
achieves ARS of 0.2766 in this dataset, which is a better per-
formance than some other methods. We believe that there are
several reasons for the OSMFull to outperform other methods. We
discuss the reasons for the effectiveness of OSMFull as follows.

(1) OSMFull takes into account contextual polarity, types of a
sentence and subjectivity analysis in sentiment analysis. (2) Un-
like other methods, OSMFull integrates multi sentiment lexicons to
tackle the maximum coverage problem of words. Furthermore, it
also exploits the SSM approach to specify word sentiment score
if it does not exist in MSD. (3) It integrates several valuable
resource-information such as sentiment, statistical and linguistic
knowledge. It also considers redundancy removal and informa-
tion diversity issues to improve the quality of a summary. (4)
OSMFull encodes the sentiment information into the word embed-
ding features since word embedding algorithm only model the
syntactic context of words and ignores the sentiment of text. (5)
The augmentation of other features (e.g., sentiment knowledge-
based, statistical and linguistic knowledge-based features) using
word2vec that can extract the deep semantic relationships be-
tween words. (6) Unlike other methods, OSMFull can effectively
deal with word sense variations. (7) It takes advantage of both
the RBM model and the RNN–LSTM model, thus achieve higher
performance than the existing methods. Both of them, which
are non-linear in nature, better fit the data than other methods.
On the other hand, since word order information and semantic
relationships between words have an important impact on senti-
ment classification performance, the RNN–LSTM is able to handle
time-series data and learn the long-term dependencies.

5. Conclusion and future work

Recently, the deep learning-based method has attracted lots
of attention in many fields such as image processing, speech
recognition and natural language processing. In this paper, we
present a novel deep-learning-based method for the generic
opinion-oriented extractive summarization of multi-documents,
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RDLS. The RDLS includes three main parts: (1) SAS: to extract
relevant features in order to determine sentence polarity; (2)
TSS: to extract relevant features in order to identify important
sentence; and (3) OSM: the concatenation features extracted
from TSS and SAS are then passed through OSM to produce
an opinion summary. The RDLS incorporates various types of
features which are sentiment, statistical, linguistic knowledge and
word-level embedding to create a hybrid vector representation of
each sentence. It also combines several sentiment dictionaries to
tackle the word coverage limit. In addition, the RDLS considers
several strategies to address the following problems: (a) con-
textual polarity; (b) sentiment shifter; (c) type of sentence; (d)
word sense variations; (e) integration of sentiment information
and word embedding; (f) word order information and semantic
relationships between words.

We conduct several experiments on three open benchmark
datasets, DUC 2002, DUC 2001 and Movie datasets. The experi-
mental results on these datasets confirm the effectiveness of the
RDLS. The results also show that the method is competitive with
state-of-the-art to previously reported results. We also conduct
some comparisons between:

(1) (OSMTSS), SAS (OSMSAS) and (OSMSAS+TSS): based on the
results, the combination of the SAS and TSS could provide good
performance in terms of ARS measure.

(2) TSSSLK+WEF and TSSSLK : the experimental results show the
TSSWEF+SLK greatly outperforms TSSSLK .

(3) different SAS methods including SAS WLF+SLF+WEF,
SAS WEF+SLF, SAS WEF+WLF, SAS WEF: the results show among all the
various SAS methods, the SAS Full: WLF+SLF+WEF achieves the best
performance in comparison with the other methods.

In future work, we aim to study the influence of different simi-
larity measures (Sentence-to-Sentences similarity) on performance
of the method. In addition, we also aim to consider the passive
and active voice in the comparison between two sentences, since
the current method is not able to distinguish between an ac-
tive sentence and a passive sentence. Given three sentences (A:
‘Teacher likes his student.’; B: ‘student likes his teacher.’; C: ‘student
is liked by his teacher.’), although the similarity measure between
sentences (A and B) and (A and C) are the same, as we can see,
the meaning of sentence A is more similar to the sentence C.
Hence, it is important to know what passive and active sentences
are before comparisons can be conducted. We are also interested
to investigate in more depth the efficiency of comparative and
sarcastic sentences on RDLS and measure the performance of the
RDLS using large and various datasets. Finally, we would like to
consider a rich set of new features in order to get more relevant
sentences and meaningful summary sentences.
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