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ABSTRACT In the last decade, the implementation of machine learning algorithms in the analysis of voice
disorder is paramount in order to provide a non-invasive voice pathology detection by only using audio
signal. In spite of that, most recent systems of voice pathology work on a limited acoustic database. In other
words, the systems use one vowel, such as /a/, and ignore sentences and other vowels when analyzing the
audio signal. Other key issues that should be considered in the systems are accuracy and time consumption
of an algorithm. Online Sequential Extreme Learning Machine (OSELM) is one of the machine learning
algorithms that can be regarded as a rapid and accurate algorithm in the classification process. Therefore,
this paper presents a voice pathology detection and classification system by using OSELM algorithm as a
classifier, and Mel-frequency cepstral coefficient (MFCC) as a featured extraction. In this work, the voice
samples were taken from the Saarbriicken voice database (SVD). This system involves two parts of the
database; the first part includes all voices in SVD with sentences and vowels /a/, /i/, and /u/, which are
uttered in high, low, and normal pitches; and the second part utilizes voice samples of the common three
types of pathologies (cyst, polyp, and paralysis) based on the vowel /a/ that is produced in normal pitch. The
experimental results have shown that OSELM was able to achieve the highest accuracy up to 91.17%, 94%
of precision, and 91% of recall. Furthermore, OSELM obtained 87%, 87.55%, and 97.67% for f-measure,
G-mean, and specificity, respectively. The proposed system also presents a high ability to achieve detection
and classification results in real-time clinical applications.

INDEX TERMS Machine learning, healthcare, voice pathology detection, pathologies classification,
OSELM, MFCC, SVD.

I. INTRODUCTION

Voice pathology analysis is considered a very significant field
in the healthcare area. Many people are suffering from voice
troubles due to several reasons, such as extreme damage of
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certain organs, air pollution, smoking, and stress [1]. In a
recent study, it has been found that more than 7.5 million
people in the United States are suffering from voice pathol-
ogy [2]. Moreover, approximately 25% of the world popula-
tion suffer from voice problems as their careers have forced
them to speak extremely louder than normal, for example,
teachers, singers, auctioneers, lawyers, and actors, who need
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to work arduously on the voice [3]. Voice pathology surveil-
lance systems have obtained a huge interest because of the
increasing risks of pathological voice problems [4]. Audio
evaluation of voice pathologies is an imperative tool for clini-
cians where it is considered a useful assisting tool for medical
doctors in terms of identifying voice disorders, especially
when these voice problems are identified at early stages [5].
The evaluation of voice pathology systems can be performed
by three different methods which are objective, subjective,
and perceptive. The objective evaluation does not need any
particular tools. When the algorithm is proper, the results
are always impartial [6]. Objective evaluation can be used
for initial screening only, and the final decision should come
from medical doctors. For subjective evaluation, it requires
particular tools and trained doctors, hence, it incurs higher
cost [7]. Subjective evaluation varies from doctor to doctor
where it depends on a doctor’s expertise [8]. The perceptive
evaluation involves identification of voice disorder by a group
of trained professionals [9]. These professionals listen to a
patient’s speech and then evaluate the speech in order to
determine whether the patient has a voice disorder or normal
using the GRBAS scale [10]. However, perceptive evaluation
suffers from the reliance on listener’s experience and different
knowledge of the judges. Consequently, the study of speech
signal processing of pathological voices by objective evalua-
tion becomes an important topic for researchers as it aims to
reduce medical laboratory work in diagnosing pathological
speeches. Furthermore, it provides a non-invasive method
of diagnosis which is more comfortable for patients, faster,
as well as cost-effective [11].

Machine learning algorithms can serve as objective evalua-
tion tools for speech processing in order to detect pathological
voices from acoustic recordings. In fact, it could be very
valuable to detect voice disorders at an early stage or to mea-
sure the quality of voice before and after a surgery. Machine
learning algorithms present techniques, methods, and tools
that can be used as assistants for solving diagnosis problems
in many medical specialties [12], [13]. Some of the different
machine learning algorithms that have been utilized in speech
analysis of voice pathology systems are Extreme Learning
Machine (ELM) [14], Support Vector Machine (SVM) [15],
and Gaussian Mixture Model (GMM) [16]. Thus, machine
learning algorithms have proven their effectiveness and effi-
ciency in differentiating pathological voices from normal
voices. However, some of these algorithms still suffer low
classification accuracy, long-time execution, or workload in
the voice pathology monitoring systems. In addition, most
machine-learning techniques require retraining the whole
dataset when there is new data to be tested, and therefore,
consume more time. This issue is considered a major current
issue since it causes higher delay in order to obtain results.
Another concerning issue is that most studies in voice pathol-
ogy systems are based on small database, deal with limited
vowels, such as /a/, and disregard other databases, such as
the vowels /i/ and /u/, and sentences. The limitations of voice
pathology detection systems can be summarized as follows:
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o The majority of studies focus only on the detection of
voice pathology and ignore pathological classification
tasks.

« Most systems work on one voice data only, such as the
vowel /a/, where other vowels and sentences are ignored.

o The number of voice database for healthy and patholog-
ical samples is limited.

o Machine learning classifiers still suffer from low accu-
racy rate.

o Systems of voice pathology are evaluated in terms of
accuracy, specificity, and sensitivity only.

Hence, it is crucial to develop a reliable voice pathology
detection system based on machine learning that is able to
manage all these issues. The contributions of this paper are
as follows:

o The OSELM algorithm is proposed as a classifier in the
detection and classification of voice pathologies.

o The proposed system makes use of healthy and patho-
logical voice samples from SVD which considers sen-
tences and vowels /a/, /i/, and /u/ that are produced in
three different pitches.

o The proposed system uses an expansive number of
healthy and pathological voice samples to train and test
the OSELM classifier.

o The system aims to detect and classify three common
voice pathologies which are cyst, polyp, and paralysis
from the voice samples.

o Several evaluation measurements are used to evaluate
and show the efficiency of the proposed method.

o To the best of our knowledge, no research has used
OSELM algorithm in voice pathology classification, and
this study is the first to utilize OSELM classifier in voice
pathology detection and classification using sentences
and different vowels.

This paper is organized as follows; Section II discusses
the drawbacks of the state-of-the-art in the systems of voice
pathology detection and classification; Section III describes
the proposed methods in terms of SVD, MFCC, and OSELM
classifier; Section IV presents the experimental results of
OSELM for all SVD in general and also for three common
pathologies in particular. Finally, Section V concludes the

paper.

Il. RELATED WORK

Recent studies have addressed many voice pathology detec-
tion models and their main objective was to obtain improved
results and higher accuracy in terms of the classification
process. These proposed systems have examined voice qual-
ity metrics such as shimmer, jitter, noise harmonic ratio,
signal-to-noise ratio, and the glottal-to-noise ratio [17], [18].
There are also other methods that study different acous-
tic features, for instance, Mel-Frequency Cepstral Coeffi-
cient (MFCC) [19], Perceptual Linear Prediction (PLP) [20],
and Multidimensional Voice Program (MDVP) [21]. These
acoustic features are extracted from speech signals to be
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processed and analyzed. Along with these features, there are
well-known classifiers used to classify voice signals such as
GMM, Hidden Markov Models (HMM) [22], Artificial Neu-
ral Network (ANN) [23], and SVM. To perform the objective
evaluation of voice pathology, several databases were used by
the researchers such as the Arabic Voice Pathology Database
(AVPD) [24], Saarbriicken Voice Database (SVD) [25], and
Massachusetts Eye and Ear Infirmary Database (MEEI) [26].
These databases are widely used in the voice pathology field
and they have many normal and pathological voice samples.
Nonetheless, the studies in the detection of voice pathology
models are still at the early stage and insufficient. There-
fore, it is imperative to investigate other machine learning
algorithms for the implementation of the voice pathology
area, taking into account a wider range of voice samples and
databases.

A new system is proposed for automatic voice pathol-
ogy detection [27]. In this system, Kullback—Leibler Diver-
gence (KLD) is applied to the frame’s histogram (H-KLD),
and its spectrum is modified, known as Higher Amplitude
Suppression Spectrum (HASS-KLD). H-KLD and HASS are
used for measuring the distribution of speech signal frames
in order to use a low number of parameters and obtain high
accuracy. In particular, the H-KLD is used to measure the
difference between two probability distributions of the speech
signal frames. At the same time, HASS-KLD is used to cap-
ture dynamic aspects of the speech signals which include the
short-term voice spectrum. Then, H-KLD and HASS-KLD
are used for feature extraction to be fed to two Generalized
Extreme Value (GEV) classifiers. In addition, MFCC is also
used for feature extraction and the results are fed to GMM
classifier. These three classifiers are combined and fed to
Gaussian Naive Bayes (GNB) classifier that is responsible
for the classification of the voice signal. Furthermore, MEEI
database is adopted in this method with 53 and 173 samples
for normal and pathological voices, respectively. This method
is able to achieve up to 99.55% of accuracy for voice pathol-
ogy assessment. However, this method is time-consuming
since it employs three feature extraction techniques and four
classifiers.

Another work has exploited three different feature extrac-
tions which are Signal Entropy (SH), Signal Energy
(SE), and Zero-Crossing Rate (ZCR) with Discriminative
Paraconsistent Machine (DPM) classifier for voice pathology
system [28]. These features are combined to form a fea-
ture vector of voice signal and they are fed to DPM clas-
sifier. For the voice samples, SVD is used in this method.
The samples are divided into four Classes (Cs), where
C1 includes 10 voices affected by Reinke edema, C2 consists
of 10 patients suffering from laryngitis, C3 contains 10 voices
for both laryngitis and Reinke edema, and C4 has 10 normal
voices. The maximum accuracy of this method can reach
up to 95% for the classification process. Nonetheless, only
a small size of voice samples is trained and tested using
DPM classifier. Assessments and detections of the glottal
signals for voice disorders are presented in [29]. This method
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aims to extract the parameters of glottal signals by applying
the inverse filtering technique. Aparat Software is used to
obtain glottal signal parameters where these parameters are
extracted into time domain and frequency domain. Further-
more, k-nearest neighboring (k-NN) and SVM are used to
classify the voice signal. The pathological and healthy voice
samples are taken from SVD. The accuracy of SVM is 98.5%,
while the accuracy of k-NN is 88.2% as reported in this
paper. However, this method only utilizes a small set of voice
samples.

Deep learning model is applied in the system of automatic
voice pathology detection by using smart healthcare frame-
work using a mobile platform [30]. Smartphones are used to
record voice signals of users before they are uploaded into
a cloud server. The voice signals are processed, analyzed
and classified into three parallel models using Convolutional
Neural Network (CNN) in the cloud. Upon completion of the
classification process, the results are sent to stakeholders such
as hospitals and doctors. The work in [30] is based on SVD
with 1342 pathological samples and 686 healthy samples. It is
shown in this paper that parallel CNNs are able to achieve up
to 95.5% of accuracy. However, the classification is limited
to sustained vowel /a/ that is uttered in normal pitch only.

A new system is proposed in [31] to analyze and differ-
entiate between normal and pathological voices with respect
to Parkinson’s Disease (PD). The voice signals are extracted
using two speech features which are phonation and cep-
stral features. Phonation features depend on vibrations of
vocal folds which involve the stability of pitch frequency
and energy. Meanwhile, the cepstral features are extracted
by using MFCC. The neural network is used as a classifier
and it has 2 layers and 1 hidden layer. This work utilizes
45 PD samples and 45 normal samples based on Parkin-
son disease movement disorder society’s (PDMDS) database.
The accuracy achieved using phonation features is 98% and
the accuracy of cepstral features is 81.1%. Since the number
of normal and abnormal samples is limited, the performance
of this system may degrade should bigger database is tested.

A voice pathology detection system with ANN and SVM
techniques for classifying voice signal is proposed in [32].
In this work, Particle Swarm Optimization (PSO) is used
to find a global optimum selected parameters for ANN and
SVM classifiers. From each voice signal, 3 different types
of features are generated, namely acoustic features, common
signal features, and noise features. SVD is used and it is
divided into 3 groups with the same number of samples, D1,
D2, and D3. D1 contains the vowel /a/ uttered in a normal
pitch, while D2 includes the sentences. On the other hand,
D3 refers to the recorded sentences. The highest accuracy
that can be achieved by SVM is 92.77% based on D3 group.
Meanwhile, the highest accuracy of ANN is 93.27% which
is also based on D3 group. Despite the high accuracy, this
system has not been evaluated in terms of other vowels such
as /u/ and /i/ which are uttered in different intonations in SVD.

A system that is established on the Linear Prediction (LP)
analysis to differentiate between healthy and disordered voice
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samples is discussed in [33]. In this system, the vocal tract is
considered as a linear tube where it is divided into a number
of tubes based on the order of LP analysis. GMM algorithm
is used to classify voice signals with a different number of
Gaussian mixtures such as 4, 8, 16, 32, and 50, where the
accuracy improves when the number of Gaussian mixtures
increases. Healthy and pathological voice samples are taken
from MEEI database with two types of voice data, vowel
/al and sentences, where there are 173 pathological voice
samples with 70 males and 103 females. The number of
healthy samples is 53 with 21 males and 32 females. The
accuracy results for the vowel /a/ and sentences are 99.94%
and 99.75%, respectively. Similar to other above-mentioned
works, this system is only evaluated according to vowel /a/,
and normal samples are limited too.

A new noise detection method is presented to analyze
and differentiate pathological voices from healthy voices
in [34]. This method uses a clustering algorithm named
Density-Based Spatial Clustering of Applications with Noise
(DBSCAN). DBSCAN has many advantages, where it works
efficiently even in a big database, and it has the ability
to detect noises and clusters of arbitrary shapes. In this
method, Mahalanobis distance is adopted to compute the
distance between the new object and the different means
of clusters and the points which are identified as noises by
DBSCAN. The MFCC is then applied to extract features from
voice samples. Subsequently, the output features are fed to
the SVM classifier to differentiate pathological voices from
normal voices. All samples are taken from MEEI database
with 53 normal voices and 173 pathological voices that
include diseases such as vocal polyp, adductor, keratosis,
and paralysis. The classification accuracy based on MEEI
database using DBSCAN-SVM can reach up to 98%. How-
ever, the database used in this work suffers some limitations,
which include different recording environments for patho-
logical and normal voices, and the voice signals are sam-
pled in various frequencies. Additionally, the performance
of DBSCAN-SVM in this work is only evaluated by the
accuracy.

An automatic voice evaluation system using four differ-
ent feature selection algorithms is elaborated in [35]. The
algorithms that are used to analyze and distinguish voices
as healthy or pathological are mRMR (Minimum Redun-
dancy Maximum Relevance), PCA (Principal Component
Analysis), Relief algorithm, and LDA (Linear Discriminant
Algorithm). These algorithms are applied to eliminate the fre-
quently appearing features in order to reduce the dimension
of the original feature. In addition, there are other different
techniques of feature extraction used in this system such
as Recurrence Period Density Entropy (RPDE), Detrended
Fluctuation Analysis, and MFCC. In this system, SVM and
ELM techniques are used to classify voice signals. Voice
samples are taken from the People’s Liberation Army Gen-
eral Hospital located in China, where there are 200 healthy
samples and 605 disordered samples. The maximum accuracy
of SVM is 77.55%, while the maximum accuracy of ELM
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is 80.58% by using LDA feature selection. Nonetheless, the
system is evaluated based on the vowel /a/ only, and there is
no evaluation in terms of sentences or other vowels.

Another voice analysis system which is based on an opti-
mized MFCC is proposed in [36]. The system utilizes 13 orig-
inal MFCCs as feature extraction and combined MFCC
derivatives to discriminate between pathological and normal
voices. The LDA feature reduction technique is applied to
reduce vector dimensionality of the resulting MFCC. The
ANN algorithm is used as a classifier of the proposed work.
The voice samples are selected from SVD with 50 healthy
and 70 pathological samples of the sustained vowel /a/. Four
different types of pathologies are tested, which are Reinke
edema with 19 samples, Chronical laryngitis with 24 samples,
21 samples of Spasmodic dysphonia, and 6 samples of Cyst.
These pathologies are considered due to their widespread ill-
nesses and tricky medical examinations. The highest accuracy
achieved by ANN in this system is 87.82%, and the total
number of voice samples is still considered small for accurate
performance evaluation.

From the above-mentioned recent studies on various meth-
ods for the detection of voice pathology, we can observe some
limitations of these proposed works. These limitations can be
summarized as follows:

« Most studies ignore pathology classifications and focus
on pathology detections only.

o Only the vowel /a/ is utilized in the voice database, while
other vowels and sentences are ignored.

o Most proposed works consider a small size of database
for healthy and pathological voices.

o Some studies still suffer low accuracy and take a long
execution time.

Taking these limitations into account, our proposed work
involves the following aspects:

o The detection and classification of voice pathology.

o The samples include sentences and three different vow-
els with respect to their pitches.

o The database includes an expansive number of healthy
and pathological voices.

o Propose OSELM classification algorithm in the voice
pathology application, where this algorithm has been
considered as an accurate and a fast classifier [37].

In healthcare, the situation is so critical where the system
must use an effective classifier such as OSELM algorithm
to detect and classify the voice signal accurately and rapidly.
This algorithm supports online applications where it can learn
data one-by-one or chunk-by-chunk and discards the data in
which the training has already been done. On the contrary,
batch learning algorithms such as SVM, CNN and ELM use
the past data together with the new data whenever new data
is received and perform retraining, thus consuming a lot of
time.

Therefore, online sequential learning algorithms such as
OSELM are preferred over batch learning algorithms as
sequential learning algorithms do not require retraining
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whenever new data is received. This is considered a signifi-
cant advantage for OSELM to be used in the application such
as voice pathology detection and classification. Table 1 shows
advantages and disadvantages of OSELM and other algo-
rithms. In [38] the performance of the OSELM algorithm has
been evaluated and compared with other well-known sequen-
tial learning algorithms such as Resource Allocation Network
(RAN), Growing And Pruning- Radial Basis Function (GAP-
RBF), RAN Extended Kalman Filter (RANEKF), General-
ized GAP-RBF (GGAP-RBF), Minimal RAN (MRAN), and
Stochastic Gradient Descent Back-Propagation (SGBP). The
obtained results have shown that OSELM algorithm achieved
the highest accuracy with lower time as compared with other
sequential learning algorithms.

lll. THE PROPOSED METHODOLOGY

In this work, we propose a voice pathology detection and
classification system using OSELM technique in which the
algorithm has been demonstrated to be extremely fast with
good generalization performance [37]. Fig. 1 shows the pro-
posed system with three main phases. The first phase involves
voice samples from the database, the second phase includes
feature extraction of the voice signals, and the third phase is
about detection and classification. These three phases will be
explained in the following subsections respectively.

A. THE VOICE DATABASE

SVD (Saarbrucken Voice Database) was used in our exper-
iments as it contains a collection of voice recordings from
more than 2000 persons. SVD has recordings of 687 healthy
voices from 259 males and 428 females, and 1354 patholog-
ical voices from 627 males and 727 females with more than
71 different pathologies. All voice recordings are sampled
at frequency of 50 kHz with a resolution of 16-bit. The
duration of voice samples is between 1 and 3 sec. The average
speakers’ age is above 15 years old.

SVD consists of two different recordings for voice sam-
ples; the first one refers to recordings of vowels /a/, /u/, and
/i/, which are uttered in different intonations. For instance,
the vowel ““a” is uttered as /a/_neutral (a_n), /a/_high (a_h),
and /a/_low (a_l), and this is the case for other vowels as
well. The second recordings refer to continuous recording
sentences in German. For example, ““Guten Morgen, wie geht
es Thnen?”” which means “Good morning, how are you?”’. For
our experiment, we categorized all voice samples obtained
from SVD into two groups. The first group included all
healthy and pathological voice samples in SVD. It involved
all sustained vowels in different intonations and all continu-
ous sentences. For the second group, the voice samples were
from three types of pathologies namely vocal-fold cyst, vocal-
fold polyp, and vocal-fold paralysis. These pathologies are
considered common and widely used in the voice pathol-
ogy systems. The voice samples for these three pathologies
have been selected with the vowel /a/ that was uttered in
normal or neutral intonation. This was done in order to detect
healthy and pathological voices, as well as to classify between
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three different pathologies. Furthermore, we allocated 80% of
voice samples for training and the remaining 20% for testing
process.

B. MEL-FREQUENCY CEPSTRAL COEFFICIENT (MFCC)
MEFCC is a feature extraction technique that is widely used
in automatic speech and speaker recognition. It is based on
the auditory system of the human peripheral. The human
perception of the contents of sound frequency for speech
signals does not follow a linear scale. Thus, for each tone
with an actual frequency measured in Hz, a subjective pitch
is measured on a scale called the ‘Mel Scale’ [39]. The Mel
frequency scale is a linear frequency spacing below 1000
Hz and logarithmic spacing above 1 kHz. The design of the
MEFCC technique includes processing the input audio signal.
There are different processes performed on the input signals
such as Pre-emphasis, Framing, Hamming windowing, Fast
Fourier Transform, Mel-Filter bank, and Discrete Cosine
Transform. Fig. 2 shows the diagram of feature extraction
processes based on MFCC.

In the preprocessing phase, the speech signal processing
should be done prior to any other processes. It includes the
conversion of analog signal to digital signal, sampling, and
quantization. The pre-emphasis step is then performed by
passing the voice signal through a filter that emphasizes
higher frequencies. In other words, this step increases the
signal energy at a higher frequency as the following equation:

S/ =8,—0.95%S, | (1)

where: S,’1 is the new sample value, S is the sample value, and
n refers to the sample number. The frame step is performed
by separating utterance into frames. Each frame has a size,
Tw = 25 ms, and the number of milliseconds between the
left edges of successive windows is called frame shift, Ts =
10 ms. The frame size in samples, Nw, can be computed as
follows:

Nw = T x Sampling rate 2)

Therefore, for sampling rate of 44100 samples/second, the
frame size is calculated as 1103 samples. Meanwhile, frame
shift in samples, Ns, can be calculated as follows:

Ns = Ts x Sampling rate 3)

Hence, for this work, Ns is given as 441. After utterance
is separated into frames, all frames that contain only zeroth
elements are deleted. Then, a Hamming window is applied
on each frame of the utterance by considering the next block
of feature extraction processing chain and consolidating all
the closest frequency lines. The equation of the Hamming
window is as follows:

27n
W, = 0.54 — 0.46cos(—) )
Nw

where n is sample number and Nw refers to the frame size
in samples. Fast Fourier Transform (FFT) is employed to
convert each frame of samples from the time domain into the
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TABLE 1. Comparison between algorithms.

Techniques Types Advantages Disadvantages
1. CNN do not encode the position and orientation of
1. Automatically extract important features without the object into their predictions.
any human supervision. 2. Lack of ability to be spatially invariant to the input
CNN Offline | 2. CNN is also computationally efficient. data.
3. It provides an efficient dense network that 3. The CNN requires a big database.
performs the prediction efficiently 4. It retrains the whole database when there is new
data which leads to consuming more time.
1. Over-fitting problem (i.e., many hidden layer
1. Short training time, where it needs less training nodes).
. time compared to other algorithms. 2. The values of the input layer and the output layer
ELM Offline . .
2. Ease of implementation. are generated randomly.
3. Minimal human intervention. 3. The ELM retrains the whole database when there
is new data which leads to consuming more time.
1. Classes must be mutually exclusive (i.e., non-
.. 1. Easy to understand (i.e., explainable algorithm). overlapping).
Dec1(s]1)0;)Tree Offline | 2. Fast to prediction. 2. Missing values of an attribute.
3. Order of instances has no effect. 3. Less accurate because the attribute and the class
frequencies affect the accuracy.
1. SVM works relatively well for the data that is not
regularly distributed and have unknown 1. SVM algorithm is not suitable for large data sets.
SVM Offline distribution. 2. SVM does not perform well when the data set has
2. SVM is more effective in high dimensional more noise (i.e. target classes are overlapping).
spaces. 3. It needs a long training time.
3. SVM is relatively memory efficient.
1. GMM can be sensitive to normalizations of the
1. GMM can be extended to multiple dimensions. model or parameters.
GMM Offline | 2. Itis flexible in terms of cluster covariance. 2. The performance of GMM is inefficiency in small
3. GMM works well with overlapping clusters. samples.
3. GMM is not considered scalable.
1. It supports online applications (online learning
algorithm). . .
. 2. When there is new data, the OSELM will train L. h? OSELM, the values of input weights for the
OSELM Online K . hidden layer are generated randomly and not
the new data only (no time consumption). optimum
3. It provides better generalization performance at a P '
much faster learning speed.
Voice Database Feature Extraction Classifier

MFCC

Detection &
Classification

=

OSELM

—

FIGURE 1. Flowchart of the proposed system in voice pathology detection and classification.

frequency domain. To perform FFT, the input length is the
next power of 2 from Nw, that is Nw < 2P — 1103 < 211,
Hence, the length of FFT is nfft = 2048.

The voice signal consists of tones with various frequen-
cies. As mentioned previously, every tone with an actual
frequency, f, measured in Hz, is a subjective pitch that is
measured on the Mel scale. Each filter has three cut-off
frequencies with a triangular shape and equal to unity at
the center frequency and decrease linearly to zero at the
center frequency of two adjacent filters. Then, each filter
output is the sum of its filtered spectral components. The
Mel-frequency scale is a linear frequency spacing below
1000Hz and a logarithmic spacing above 1000Hz. The fol-
lowing equation is used to convert frequencies from (Hertz)
to (Mel):

Fonel = 2595 x log 10 (1 i %) (5)
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The last step is the Discrete Cosine Transform (DCT)
process to convert the log Mel spectrum into the time domain.
The result of the conversion is called Mel-frequency cepstral
coefficient. The set of coefficients is called acoustic vectors.
Finally, each input utterance is transformed into a sequence
of acoustic vectors.

C. ONLINE SEQUENTIAL EXTREME LEARNING MACHINE
(OSELM)

The ELM is an offline supervised batch learning algorithm
that requires the availability of all data samples in order to
perform the training process [40], [41]. However, all data
are not available at once in the realistic application, where
data are collected in packets over time. Due to this fact,
an improved version of ELM, called OSELM has been pro-
posed in [42] to overcome this issue. The OSELM algorithm
aims to deal with the emerging needs in several applications
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FIGURE 2. The MFCC Diagram.

of online learning. OSELM is considered as a fast algo-
rithm and it is preferred over other algorithms because
OSELM eliminates the retraining step upon receiving new
data. OSELM is able to learn from the training data through a
chunk-by-chunk mechanism with constant or varying length.
More details of OSELM algorithm can be found in [42]. In the
OSELM algorithm, there are three layers or nodes which are
input layer, hidden layer, and output layer. The input layer
has the extracted features, the hidden layer has biases, and the
output layer has the final classes of the algorithm. The output
matrix (H) of the hidden layer is calculated as the following
equation:

H =W X1+ B (6)

where W indicates the input weights that link the input layer
to the hidden layer, X refers to extracted features by MFCC
in the input layer, and B indicates biases of the hidden layer.
The input weights (W) and hidden biases (B) are randomly
generated with a range between —1 and 1. For N arbitrary
distinct samples (x;, £;), where x; € RY, and #j € R™, Single
Layer Feedforward Neural Networks (SLFNs) with n hidden
nodes and the activation function g(x) can be mathematically
modeled as the following equation:

FX = Bgwi-x+b) =4, j=12....,N ()

i=1
Also, equation (7) can be compacted and rewritten as
follows:

HB=T 3
where:
g(wr-x1+by1) ... glwy-x1 +by)
H = : : ,
g1 -xy+by) - glwp-xn+0bp)) .,
8] i
p=|:| T=|:
T T
_IBn nxm tN N xm

The output weights (,3 ) is then estimated according to the
following equation:

p=H'T ©)
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where HT is the Moore-Penrose generalized inverse (pseudo
inverse) of the hidden layer output matrix H, and it is calcu-
lated as follows:

H = (HTH)_1 HT (10)

OSELM is executed to learn the training samples succes-
sively and incrementally. The learning process of OSELM
consists of two steps, initialization step and sequential learn-
ing step. In the initialization step, the output matrix of the
hidden layer Hy and the output weights of the initial By are
calculated as the equations below:

Hip1 = g(W - Xgq1 + B) (11)
T —1

Py = (HO HO) (12)

Bo = PoH{ Ty (13)

In the sequential learning step, the output matrix of the hid-
den layer Hy 1 will be updated for the new sample as shown
in equation (11). Furthermore, the output weight matrix Sj 1
will be updated according to the following equations:

-1
Pist = Pi— Pl (1+ HiPeHE, ) HinPe (14)

Be+1 = B + P HY (Tk+1 - Hk+1ﬂk> (15)

The set = k + 1 and go back to equations (11), (14), and
(15) to train the next sample. When all samples are trained,
the OSELM can be used for prediction of an unknown input
vector. In the OSELM algorithm, the input layer is imple-
mented randomly before further calculation is performed to
obtain the output layer and the final results. Fig. 3 shows the
architecture of OSELM algorithm, where the final classes are
labelled as Ty and 7 which refer to pathological and healthy
voices, respectively.

The OSELM has two major phases. The boosting phase
trains the SLFNs utilizing ELM technique with some training
data in the initialization phase, followed by discarding these
boosting training data when the boosting stage is finished.
After the boosting stage, the OSELM learns the training data
chunk by chunk, and discards all the training data when the
process of the data learning is finished.
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IV. EXPERIMENTAL RESULTS AND DISCUSSION

In our experiment, the voice samples were taken from the
SVD. In order to precisely evaluate the OSELM algorithm in
the voice pathology field, we used all sentences and vowels
/al, /i/, and /u/ which were produced in different pitch into-
nations (i.e., normal, low, and high). The features of these
vowels are very important to show the performance of the
human larynx, and these voices come out directly from the
larynx without the need to use mouth organs. From these
two recording sessions, this work made use of 687 healthy
voices consisting of 259 males and 428 females, and 1354
pathological voices consisting of 627 males and 727 females.
The voices included more than 71 different pathologies. The
duration of the voice signals is 1 sec and the frame length
is 25 ms. In addition, the total number of extracted features
from the voice signal is 2210. In the experiment, the OSELM
was implemented with a different number of hidden nodes in
the range 50-950 (i.e., the experiment started at 50 nodes and
finished at 950 nodes) with the increment step of 50 nodes.
Therefore, the total number of experiments was 19. About
80% of the total database was used for data training and the
remaining 20% was used for data testing.

All experiments were conducted using Python 3 program-
ming language, where the training and the testing processes
were performed using Google Colaboratory server over a
PC of 2.50 GHz with 6 GB RAM and HDD 1 TB. The
performance of OSELM algorithm was evaluated with widely
used measures which are accuracy, precision, recall (sensi-
tivity), F-measures, G-mean, specificity, and execution time
as shown in equation (16) to equation (21) [43]-[45]. The
evaluation measurements in the equations are described as
follows:

o TP (True Positive): the voice is pathological and the
algorithm has differentiated it as pathological.

o TN (True Negative): the voice is healthy and the algo-
rithm has differentiated it as healthy.

« FP (False Positive): the voice is healthy whereas the
algorithm has differentiated it as pathological.
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« FN (False Negative): the voice is pathological whereas
the algorithm has differentiated it as healthy.

TP 4+ TN
Accuracy = (16)
TP 4+ TN + FP 4+ FN
. TP
Precision = ——— (17
TP 4 FP
Recall (Sensitivity) P (18)
ecall (Sensitivity) = ————
YT TP Y RN

2 % Precision * Recall
F — measure = — (19)
Recall + Precision

,/tp

G —Mean = | — x — (20)
p n

Specificit N Q1)
ecificity = ———
P Y= INTFP

Based on the experiments, the results have shown that
the OSELM algorithm has the ability to differentiate healthy
voices from pathological voices in all vowels with different
pitches as well as in sentences from the SVD. From the best
results obtained, the accuracy is 91.17% and the G-mean
is 87.55% for /a_h/ database at hidden nodes of 900. The
precision achieved is 94% for /a_l/ at hidden nodes of 300,
and the recall achieved is 91% at hidden nodes of 350 by all
/a/ database, where vowels a_h, a_l, and a_n are combined.
Moreover, F-measure obtained is 87% for all /i/ when the
hidden nodes are 900 and specificity attained is 97.67%
for /a_l/ for 300 hidden nodes. The best time for training
and testing OSELM classifier is 0.70 sec for /u_n/ database
when the hidden nodes are 750. Fig. 4 shows the best results
achieved by OSELM algorithm in the voice pathology detec-
tion. However, the minimum accuracy obtained is 77.21% for
all sentences and vowels in SVD. This is due to the fact that
OSELM algorithm faces difficulties to classify voices with
different vowels and sentences which result in less accuracy.
The overall results of OSELM algorithm for the first group
from SVD are shown in Table 2. The first group includes
all healthy and pathological voices that involve all sustained
vowels in different intonations and all continuous sentences.
From the obtained results, it can be observed that OSELM
algorithm performs well in terms of training and classifying
voice signals when the hidden nodes are at 300 for precision
and specificity, 350 for recall, 750 for execution time, and
900 for accuracy, F-measure, and G-mean.

The accuracy is widely used as a significant measure to
evaluate the voice pathology systems. Therefore, we have
chosen this performance measurement in this study in order
to compare the proposed OSELM model with other meth-
ods which have also utilized voice samples from SVD in
the voice pathology systems. The comparison is made in
terms of running sentences and all sustained vowels, /a/, /i/,
and /u/, that are produced in high, low, and normal pitches.
We compare our proposed method with the work in [46]
for all vowels with respect to the three pitches, and with
the method in [47] for /a_h/ pitch. In addition, we compare
the OSELM algorithm with the method in [48] for /a_h/
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TABLE 2. The results of OSELM in SVD.

Hidden nodes Accuracy Precision Recall F-measure G-mean Specificity Time (sec)
a_h
900 91.17% 89% 80% 84% 87.55% 95.83% 1.10
a_l
300 87% 94% 67% 78% 80.69% 97.67% 0.99
a_n
850 88.15% 78% 74% 76% 82.77% 93% 0.84
All a
350 81% 76% 91% 82% 80% 70% 1.19
Hidden nodes Accuracy Precision Recall F-measure G-mean Specificity Time (sec)
i_h
350 82% 83% 60% 70% 75% 94% 0.96
il
400 82.08% 81% 68% 74% 78.43% 90.47% 1.07
in
650 84% 81% 75% 78% 82% 89.13% 1.17
All i
900 82% 90% 85% 87% 78% 72% 1.27
Hidden nodes Accuracy Precision Recall F-measure G-mean Specificity Time (sec)
u_h
500 81% 1% 68% 70% 77% 87% 0.84
ul
850 84% 70% 86.36% 78% 84.62% 82.22% 0.83
u_n
750 87% 83% 76% 79% 84% 92% 0.70
All_u
650 81% 88% 75% 81% 81.26% 88% 1.31
Hidden nodes Accuracy Precision Recall F-measure G-mean Specificity Time (sec)
Sentences
500 81.33% 75% 84.37% 79% 81.67% 79.06% 0.98
Hidden nodes Accuracy Precision Recall F-measure G-mean Specificity Time (sec)
All Database
700 77.21% 88% 73% 80% 78.20% 84% 1.03

and /u_h/ pitches. Furthermore, we also compare between
OSELM algorithm and the studies in [49]-[52], where the
works in [49]-[51] were based on /a_n/ pitch only, and the
work in [52] utilized sentences and all vowels pronounced
in normal pitch. Table 3 shows the comparison of accuracy
between OSELM and other methods in all sessions of the
SVD. Results show that our work using OSELM in the voice
pathology detection system outperforms all other methods in
terms of accuracy.

Most systems of voice pathology detection and classifica-
tion were evaluated in terms of accuracy, specificity, and sen-
sitivity only. There has been not much evaluation conducted
based on execution time in the literature review. Hence,
the proposed OSELM is also compared with the method
in [53] in terms of the execution time. The method in [53]
utilized the CNN algorithm in voice pathology detection
using the vowel /a/ that was produced in normal pitch. The
best execution time for CNN is 2.54 sec for testing the voice
signal. On the other hand, the execution time for the proposed
OSELM is 0.84 sec where it outperforms CNN by 66.93%.
Table 4 shows the comparison of execution time between
OSELM and CNN based on the vowel /a_n/.

VOLUME 9, 2021

For the second set of experiments, OSELM algorithm
is evaluated in terms of detection and classification of
three common types of pathologies namely vocal-fold cyst,
vocal-fold polyp, and vocal-fold paralysis. The detection and
classification are based on voice samples with vowel /a/
uttered in normal or neutral intonation. From the results,
the highest accuracy achieved is 8§89.47% with the hidden
nodes of 150 for the detection between healthy and three
pathological voices. Meanwhile, the highest achieved accu-
racy for the classification between cyst versus polyp and
paralysis, paralysis versus polyp and cyst, and polyp versus
paralysis and cyst are 97.72%, 88.9%, and 88.8%, respec-
tively. Table 5 presents the overall results for voice pathol-
ogy detection and classification based on these three types
of pathologies. Table 6 lists the comparison of the highest
accuracy achieved between OSELM algorithm and other
methods using the SVD for the detection and classification
of voice pathology with respect to cyst, polyp, and paralysis
pathologies.

Furthermore, we compare the performance of OSELM
with SVM in [57] in terms of the execution time in the
classification of voice pathologies. The best execution time
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TABLE 3. Comparison of accuracy between OSELM and other methods.
Methods Accuracy Methods Accuracy Methods Accuracy Methods Accuracy
a_h a_n a_l All_a
OSELM 88.15%
OSELM 91.17%
GMM [46] 67%
OSELM 87% OSELM 81%
DNN [49] 68.08%
GMM [46] 66.6%
SVM [50] 85.77%
SVM [47] 71.12% DNN [51] 82.01%
GMM [46] 65.6% GMM [46] 71.8%
CNN [48] 73% SVM [52] 74.32%
Methods Accuracy Methods Accuracy Methods Accuracy Methods Accuracy
i_h in il All i
OSELM 84%
OSELM 82% OSELM 82.08% OSELM 82%
GMM [46] 64.5%
GMM [46] 64% SVM [52] 72.29% GMM [46] 64.2% GMM [46] 71%
Methods Accuracy Methods Accuracy Methods Accuracy Methods Accuracy
u_h u_n u_l All_u
OSELM 81% OSELM 87%
OSELM 84% OSELM 81%
GMM [46] 64% GMM [46] 63.4%
CNN [48] 63% SVM [52] 71.45% GMM [46] 64.6% GMM [46] 71.5%
Methods Accuracy
Sentences
OSELM 81.33%
SVM [52] 76.19

TABLE 4. Comparison of execution time between OSELM and CNN.

Methods Execution Time (sec)
OSELM 0.84
CNN [53] 2.54

for SVM is 97.48 sec compared to OSELM which com-
pleted computation within 0.63 sec only. Therefore, this
clearly shows that OSELM is able to deliver rapid classi-
fication results compared to other well-known algorithms.
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Table 7 shows the comparison of execution time between
OSELM and SVM.

Despite the encouraging results obtained in the detec-
tion and classification of voice pathology, OSELM algo-
rithm has some limitations which can be summarized
as follows: (i) the input weights of OSELM are gen-
erated randomly in which it results in inconsistency of
the accuracy, and (ii) this algorithm has been trained
and tested in the voice pathology system based on SVD
only.

VOLUME 9, 2021



F. T. Al-Dhief et al.: Voice Pathology Detection and Classification by Adopting OSELM

IEEE Access

TABLE 5. The detection and classification results for three pathologies.

Detection
Hidden nodes Accuracy Precision Recall F-measure G-mean Specificity Time (sec)
150 89.47% 82% 100% 90% 89.44% 80% 0.77
Classification
Hidden nodes Accuracy Precision Recall F-measure G-mean Specificity Time (sec)
Cyst vs. (Polyp and Paralysis)
250 97.72% 100% 100% 99% 98.85% 97.7% 0.80
Paralysis vs. (Polyp and Cyst)
300 88.9% 87.5% 100% 93% 70.71% 50% 0.78
Polyp vs. (Paralysis and Cyst)
350 88.8% 50% 100% 67% 93.54% 87.50% 0.63

TABLE 6. Comparison of accuracy between methods based on three
pathologies.

Methods Accuracy
Detection
OSELM 89.47%
DNN [54] 87.4%
GMM [55] 80.2%
Cyst vs. (Polyp and Paralysis)
OSELM 97.72%
SVM [56] 97.5%
Paralysis vs. (Polyp and Cyst)
OSELM 88.9%
SVM [56] 79.17%
Polyp vs. (Paralysis and Cyst)
OSELM 88.8%
SVM [56] 82.08%

TABLE 7. Comparison of execution time between OSELM and SVM.

Methods Execution Time (sec)
OSELM 0.63
SVM [57] 97.48

V. CONCLUSION AND FUTURE WORK

This study has presented the OSELM algorithm for the detec-
tion and classification of voice pathology based on voice
samples from SVD. In this study, we have utilized two types
of voice recordings which are vowels /a/, /i/, and /u/ pro-
duced at high, low, and normal pitches, as well as continuous
sentences. The algorithm is also tested for detection and
classification of three types of pathologies which are cyst,
polyp, and paralysis. The experimental results demonstrate
that the OSELM algorithm is able to differentiate healthy
and pathological voices with maximum accuracy of 91.17%,
94% of precision, and 91% of recall. Moreover, the maximum
results achieved for F-measure, G-mean, and specificity are
87%, 87.55%, and 97.67%, respectively. The best achieved
accuracy for detection and classification of three pathologies
are 89.47% and 97.72%, respectively. It is worth to mention
that this is the first work that is based on OSELM algorithm

VOLUME 9, 2021

in the voice pathology detection and classification, and this
algorithm is proven to be fast and accurate in the acoustic
systems. Future work includes improvements in the OSELM
classifier such as tuning OSELM by choosing the optimal
weights. Furthermore, based on its potential, OSELM algo-
rithm can be further tested for detection and diagnosis of
particular diseases of the voice box with respect to real-time
clinical applications.
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