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Abstract- Reseachers have acknowledged that machine 

learning is useful to be utilized in many different domains of 

complex real life problem. However, to implement a complete 

machine learning model involves some technical hurdles such 

as the steep learning curve, the abundance of the 

programming skills, the complexities of hyper-parameters, 

and the lack of user friendly platform to be used for the 

implementation.  This paper provides an insight of a rapid 

software framework for implementing machine learning. This 

paper also demonstrates the empirical research results of 

machine learning classification models from the rapid 

software framework. Additionally, this paper explains  

comparisons of results between two platforms of rapid 

software;  the proposed software and Python program. The 

machine learning model in the two platforms were tested on 

breast cancer and tax avoidance datasets with Decision Tree 

algorithm. The results indicated that although the software 

framework is easier than the programming platform for 

implementing the machine learning model, the results from 

the software framework were highly accurate and reliable.    
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machine learning 

I. INTRODUCTION 

Nowadays, deployment of machine learning has moved 

from the expert users of computer scientists into the 

inexperienced users of many domains. From academia to 

industries, they started to realize on machine learning 

benefits to daily life applications[1]. Despite opportunities, 

a sort of challenges appeared to implement machine 

learning. To gain an adequate skill instantly is not possible 

because it involves vary of knowledges on concept, 

mathematical, technical and programming.  Thus, easy 

toolkit or rapid software will be useful to them while 

simultaneously benefit to the expert. With the toolkit, 

expert users can conduct rapid and extensive trials of the 

machine learning evaluations. 

 

Due to the rising demands of machine learning by the 

inexpert users and the requirement of rapid platform by 

expert data scientists, automation of some  process of 

machine learning has been the important subject of many 

recent works[2]. Most of the works used scripting 

programming as the front-end of the toolkits, which remain 

difficulty to the novice.  

Therefore, the objective of this paper is to introduce a 

software framework that support simple and fast 

implementation with Graphical User Interface (GUI). Since 

the software framework was an enhancement from the 

original toolkit, this paper presents the software 

architecture and the related components for software 

expansion. Additionally, this paper provides the finding of 

research that tested the rapid software on two datasets; 

breast cancer and tax avoidances. It demonstrates the 

results based on different input of algorithm configurations. 

Before the concluding remarks, a discussion about the 

proposed software with Python toolkit is provided.  

II.   LITERATURE REVIEW 

There exists excellent toolkits software that support 

rapid implementation of machine learning in different kinds 

of platform[3]. These platforms provides GUI or scripting 

based programming as to enable the rapid implementation. 

In [4], the researchers used GUI as the front-end to R 

program. Similar for R program, the GUI supported by [5] 

can be used to implement machine learning for brain tumor 

detection. Machine learning based model for the heart 

stroke prediction can be implemented with easy GUI in [6]. 

PyLZJD is also a GUI based machine learning to assist 

users to implement image classification and recognition[7].  

There exists software that used scripting based 

programming to allow rapid implementation of machine 

learning. In [8], comparisons of different scripting tools has 

been done.  
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The tools are named as AutoML or automated machine 

learning. In [9], the scripting program can be written by the 

data scientist users in a simplified form to be then 

converted into different programming languages. This 

software framework can generate the machine learning 

codes either in C/C++, JAVA from the GUI input and 

scripting. Similar with machine learning codes generator in 

[10], from the front-end GUI, the toolkit can generate 

Python codes but used for Deep learning, convolutional 

neural network and images classification applications only. 

A scripting based programming is supported in toolkit [11] 

to allow users to write the codes in simple declarative 

programming for users to design their machine learning 

model. Similar idea in [12], from the users scripts written 

in R, the toolkit translates the codes into a HTML website 

so that users can view their machine learning modeling. 

Web based modelling interface for management of machine 

learning is supported in [13]. Users have to write scripting 

of programming either in Python or R to be converted into 

a machine learning flowcharts. To the best of our 

knowledges, these software remain some difficulties to 

novice users as the GUI as well as the scripting consists an 

assortment of input configurations that requires details 

understanding on the machine learning theories and 

concepts. 

III. RESEARCH METHOD 

A. The software framework 

The proposed software framework used in this research 

is a free software, which the original source codes in 

Python programming can be downloaded from the 

developer websites at https://github.com/anchal27sri/ML-

GUI-using-PyQt5. In this paper, we describe the extendable 

modules of the software framework. Rapid and extendable 

are two advantages features of the software framework[14]. 

GUI of the software at the front-end is associated with 

rapid and easy implementation. The back-end of the 

software is a set of Python codes developed by the 

developer based on object oriented paradigm hence flexible 

modification or amendment can be done to suit the expert 

computer scientists’ need. Figure 1 presents the software 

framework architecture. 

 
Figure 1 The architecture of the software framework 

New ML 

button 

New ML algorithm sub-runner 

New ML executer 
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Components with dotted arrow in Figure 1 denote that the 

modules are extendable for new button, machine learning 

sub-runner and executers respectively. 

 
Figure 2 The original software framework  

The   original software only supported three kinds of 

machine learning algorithms namely MLP, SVM and 

Decision Tree as in Figure 2.   Extending the main runner, 

sub-runner and ML algorithm executer has been done to  

provide five machine learning algorithms as in Figure 3. 

 
Figure 3 The extension software framework  

 

Refer to Figure 1, the main runner modules can be added 

with new machine learning sub-runner as shown in Figure 4. 

 
Figure 4 Python codes in part of main runner module  

Once the sub-runner has been created in the main runner 

module, two Python files for the machine learning sub 

runner and executors have to be created. For examples, if 

Random Forest algorithm is created, the DecisionTree.py 

and DecisionTreeRunner.py must be created. By using the 

available machine learning sub runner, replication of codes 

can be done. Modification on the runDT method of the sub-

runner to call the Decision Tree Runner via the 

DecisionTree.run() statement. See Figure 5. 

The DecisionTree.py  is the program codes to execute the 

individual machine learning algorithm that calls the library 

of the Decision Tree algorithm from sklern library and 

calling the Decision Tree classifier as depicted in Figure 6. 

PyQt5 is the library used for the GUI. It consists 35 

extension modules that can be used including Qt Widgets.  

There are several UI elements in QtWidget modules such as 

QLabel, QLineEdit, QTextEdit,QPushButton, QradioButton 

and QcomboBox. 

 

 

 

 
 

Figure 5 Python codes in the sub runner module 
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Figure 6 Python codes in the machine learning executor module 

In this paper, we focused on the Decision Tree. Figure 6 

is the GUI to run Decision Tree. Users can select the dataset 

from the Browse button. 

B. The experiments  

Based on the GUI in Figure 7, the testing size for all the 

models was set to 20%. Therefore, 80% from the total 

dataset numbers were used for training.   

The machine learning models of the Decision Tree were 

named according to the criterion and splitter types. The 

models’ name are GiniBest, GiniRandom, EntropyBest and 

EntropyRandom. 

 

 

 

 

Figure 7 The GUI for Decision Tree 

C. Datasets 

In order to test the results of Decision Tree in the 

software framework, two datasets were used. The first 

dataset is related to breast cancer and the second is on tax 

avoidance. Both applications are a kind of binary 

classification where the 1 value indicates positive breast 

cancer or the occurrence of tax avoidance. The number of 

records for the breast cancer and tax avoidance dataset is 

500 and 75 respectively.  

 

The breast cancer dataset is a benchmark dataset widely 

used in machine learning research downloaded from the 

Kagle.com. However, the tax avoidance dataset is a real 

cases on Government-Linked Companies in Malaysia in 

2001-2006.  From the 500 breast cancer dataset, 100 records 

were used for testing and 400 for training. Besides, 15 

records from tax avoidance dataset were set for testing and 

the rest 60 records were used for training. Information about 

the tax avoidance dataset can be referred in our previous 

research reported in [15], [16].  



 
International Journal of Emerging Technology and Advanced Engineering  

Website: www.ijetae.com (E-ISSN 2250-2459, Scopus Indexed, ISO 9001:2008 Certified Journal, Volume 11, Issue 08, August 2021) 

12 
 

IV. RESULTS AND DISCUSSION 

The results can be viewed in two windows either metrics 

window or confusion matrix window. Figure 8 presents the 

results of GiniBest and Gini Random of Decision Tree when 

tested on the breast cancer dataset. 

As shown in the confusion matrix in Figure 7, the 

Decision Tree testing has taken 100 out of 500 records from 

the dataset of breast cancer (20% test sampling).   All the f1-

score results from the four models are very high (above 

90%) with precision value between 88-92 percentages. 

Precision is the sentitivity ability of the models  in detecting 

the positive cases of breast cancer.  

Decision Tree with GiniBest showed the best ability in 

detecting the positive cancer.  The software framework 

correctly calculate the positive and negative cases as all 

models displayed 39 negative cases and 61 positive cases, in 

total 100 testing cases (at the suppot column of the metrics 

window).   

The same breast cancer dataset was used to be tested with 

the Decision Tree algorithm implemented with Python 

programming in Jupyter Notebook platform as presented in 

Figure 8. The accuracy is   92%, which is in the ranges of 

the results  in Figure 9.     Therefore,   it can be considered 

that  both results from the two platforms are reliable. 

 

Decision Tree with GiniBest Model 

Metrics Window Confusion Matrix Window 

 

 

 

 

Decision Tree with GiniRandom Model 

Metrics Window Confusion Matrix Window 

  

 

Decision Tree with EntropyBest Model 

Metrics Window Confusion Matrix Window 
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Decision Tree with EntropyRandom Model 

Metrics Window Confusion Matrix Window 

  

Figure 8 Results of Decision Tree on breast cancer dataset from the software framework 
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Figure 9  Results of Decision Tree on breast cancer dataset from the Python program  

Futhermore, the results in Figure 10  presents the 

accuracy and the confusion matrix from Decision Tree on 

the tax avoidance dataset.  The software framework 

correctly used 20% of the dataset for the machine learning 

testing as the number of support in total from the metrics 

window is 15 from the 75 records. The ability to detect the 

occurance of tax avoidance is between 58-80 percentages, 

which the highest presision provided by GiniRandom 

model(80%). Similarly, the ability to detect truly both cases 

is 80% presented by the accuracy result.  

 In Decision Tree, gini and entropy are different 

formulation on calculating information to split a set of nodes 

while developing subtree branch. On spliting the nodes, the 

index information can be used to decide which feature 

should be chosen as the parent of the next sub tree.  

Equation 1 and Equation 2 are the formula for gini and 

entropy. 

 

 

                            ∑    
                     (1) 

                ∑            
 
                    (2) 

where       denotes the probability of that a target 

feature c in a node i. Gini index can be determined by 

subtracting 1 with the sum of each feature squared 

probabilites. Therefore, the gini index always between 0 to 

0.5. On the other hand, entropy index lies between 0 to 1 as 

it measure the collected information of a random features to 

be substracted with the total entropy. 

Therefore, the effect of gini or entropy in a Decision Tree 

is highly dependent on the tested dataset values[17]. 

On the tax avoidance dataset, there seem a obvious 

constrast between the Decision Tree criterion setting (gini vs 

entropy). However, in the breast cancer case, both gini and 

entropy criterion did not sign a big change on the Decision 

Tree performances (Refer Figure 8). 
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Figure 11 is the results of Decision Tree tested on the tax 

avoidance dataset implemented with Python in Jypyter 

Notebook platform. The results in Figure 11 disclosed that 

the software framework able to produce reliable results like 

Python programming mainly with the GiniBest and 

GiniRandom models.  

Figure 12 shows the Python program codes to call and 

run Decision Tree. The codes can be complicated for  novice 

users.  

Decision Tree with GiniBest Model 

Metrics Window Confusion Matrix Window 

 

 

 

 

 

 

 

 

 

 

 

 

 

Decision Tree with GiniRandom Model 

Metrics Window Confusion Matrix Window 

  

Decision Tree with EntropyBest Model 

Metrics Window Confusion Matrix Window 
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Decision Tree with GiniRandom Model 

Metrics Window Confusion Matrix Window 

 

 

 

 

 

 

 

 

 

Figure 10 Results of Decision Tree on tax avoidance dataset from the software framework 

 

 
Figure 11  Results of Decision Tree on tax avoidance dataset from the Python program 
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Figure 12 Python codes to call Decision Tree and display results as in Figure 7 and Figure 9 

Based on the two cases of dataset testing, it can be 

thought that the software framework is functional to 

generate accurate results as Python program. Although the 

rapid software used GUI to support easy platform for the 

machine learning, the software is reliable to be used as the 

Jupyter Notebook platform that Python used programming.  

Table I describes the implementation comparisons 

between the software framework and with the Python 

program in Jupyter Notebook. Rapid implementation  means  

no complex programming that needs more than 200 lines of 

codes. Extendable criteria is to allow expert users to add 

new machine learning algorithms or other functionalities.   

TABLE I 

COMPARISON OF THE PROPOSED SOFTWARE FRAMEWORK WITH  PYTHON PLATFORM  

Criteria Software framework Python in Jupyter Notebook 

Rapid implementation Yes and very simple with GUI  Yes but can be complicated to novice 

users 

Extendable Yes  Yes 

Installation Easy Complicated with different libraries 

installation  

Type of users Novice and expert Expert users with good programming 

skill 

The software framework is very simple to be used by 

novice users such as students or researchers who need to 

learn about machine learning models. Although Python is a 

kind of scripting programming language, the codes can be 

complicated and tricky to be grasped by these users. 

 

V.   CONCLUSION 

This paper presents the review and empirical works for 

the implementation of machine learning classification model 

based on rapid software framework and Python program.   

 

from sklearn.metrics import make_scorer, accuracy_score 

from sklearn.model_selection import GridSearchCV 

from sklearn.metrics import confusion_matrix 

from sklearn.metrics import roc_curve 

decision_tree = DecisionTreeClassifier(max_depth=7) 

decision_tree.fit(Feature_Train, Class_Train) 

Y_pred = decision_tree.predict(Feature_Test) 

acc_decision_tree = round(decision_tree.score(Feature_Test, Class_Test) * 100, 2) 

print("Accuracy-->",  acc_decision_tree) 

conmat = confusion_matrix(decision_tree.predict(Feature_Test), Class_Test) 

plt.imshow(conmat, interpolation='nearest', cmap=plt. conmat.Wistia) 

classNames = ['0-Negative','1-Positive'] 

plt.ylabel('True label') 

plt.xlabel('Predicted label') 

tick_marks = np.arange(len(classNames)) 

plt.xticks(tick_marks, classNames, rotation=45) 

plt.yticks(tick_marks, classNames) 

s = [['True Negative','False Positive'], ['False Negative', 'True Positive']] 

for i in range(2): 

    for j in range(2): 

        plt.text(j,i, str(s[i][j])+" = "+str(conmat[i][j])) 

plt.show() 
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Despite the advantages to support rapid and extensive 

implementation of machine learning models, the software 

framework nonetheless has some limitation that should be 

improved. The main extension on the software framework 

can focus on the following: 

 Currently, there are no option is provided for users to 

set the splitting approach for training and testing.  

 There is no GUI to allow users to select features from 

the dataset. Currently, the possible way is to set the 

features on the dataset with Microsoft Excel. 

 The software framework can only be used for machine 

learning classification models but not for prediction 

model. 
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