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ABSTRACT Sign languages are used by the deaf and mute community of the world. These are gesture
based languages where the subjects use hands and facial expressions to perform different gestures. There are
hundreds of different sign languages in the world. Furthermore, like natural languages, there exist different
dialects for many sign languages. In order to facilitate the deaf community several different repositories of
video gestures are available for many sign languages of the world. These video based repositories do not
support the development of an automated language translation systems. This research aims to investigate
the idea of engaging the deaf community for the development and validation of a parallel corpus for a sign
language and its dialects. As a principal contribution, this research presents a framework for building a
parallel corpus for sign languages by harnessing the powers of crowdsourcing with editorial manager, thus
it engages a diversified set of stakeholders for building and validating a repository in a quality controlled
manner. It further presents processes to develop a word-level parallel corpus for different dialects of a sign
language; and a process to develop sentence-level translation corpus comprising of source and translated
sentences. The proposed framework has been successfully implemented and involved different stakeholders
to build corpus. As a result, a word-level parallel corpus comprising of the gestures of almost 700 words of
Pakistan Sign Language (PSL) has been developed. While, a sentence-level translation corpus comprising of
more than 8000 sentences for different tenses has also been developed for PSL. This sentence-level corpus
can be used in developing and evaluating machine translation models for natural to sign language translation
and vice-versa. While the machine-readable word level parallel corpus will help in generating avatar based
videos for the translated sentences in different dialects of a sign language.

INDEX TERMS Crowdsourcing, HamNoSys, parallel corpus, sign language dictionary, sign writing.

I. INTRODUCTION
Sign languages are gesture-based languages that are used by
the deaf community of the world. There is no universal sign
language, and there exist hundreds of sign languages in the
word, i.e. every sign language has a different gesture for
the same word of natural language [43], [44]. Furthermore,
like different written or scripting languages there are differ-
ent dialects of sign language gestures as well, i.e., in large
countries there exist different gestures for the same word in
different regions of a country [43], [49]. Figure 1(a) shows
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different gestures of the same word for Pakistan, British,
and American sign languages. While Figure 1(b) presents an
example for Pakistan Sign Language (PSL) where it shows
the gesture for the word Lie for different dialects of PSL.
Each word of spoken language is either represented by

a single gesture or a combination of multiple gestures in
sign language. The gesture may be static or dynamic which
may involve certain movements of hands to perform a ges-
ture. The static signs do not have any movement, thus
picture-based repositories are suitable for static gestures.
However, the dynamic gestures are not easy to represent
and understand in pictorial form. For example, the picture-
based representation of static gesture for the word father is
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FIGURE 1. (a) Differences in sign language; (b) dialects of a sign language.

shown in Figure 2(a). The example of dynamic gesture for
the word car is shown in Figure 2(b), these gestures belong
to PSL. From the figure, it is quite clear that a single word
may contain multiple gestures along with the certain type of
movements to convey the actual meaning of the sign.Multiple
parts of a given sign are represented in separate images and
movements are represented with the help of arrows.

FIGURE 2. Image-based dictionary: Signs of FATHER and CAR in PSL.

A variety of tools and applications have been developed
for different sign languages by the researchers to facilitate
the deaf community of the world in learning a sign language
and for building multi-disciplinary sign language translation
applications [43], [49], [50]. Among the sign languages,
American Sign Language (ASL) [1] is the leading sign lan-
guage, not only concerning the linguistic details but there
exist large multi-media corpora and dictionaries along with
supportive tools and technologies. Apart from this, a lot

of research work has been accomplished on different sign
languages in other regions of the world as well. For instance,
British Sign Language (BSL) [2], German Sign Language
(DGS) [3], and Spanish Sign Language (LSE) [4] are among
the well-studied sign languages in Europe. While recently
significant development has been observed for sign languages
of many other regions of the world as well including South
African Sign Language [5], Indian [6], Vietnamese sign lan-
guage [7], Bangladeshi [8], Pakistani [9], [13], [14] Thai [10],
Arabic [11], and Malaysian [12] sign languages.

A. MOTIVATIONS
As far as the evolution of sign language dictionaries and
repositories for gestures is concerned, initially, some image
or picture-based repositories were published in the form of
books. But they are not easy to understand and are unable to
offer automated search and are not easily extendable. Subse-
quently, the image-based repositories were replaced by video-
based corpora. Video-based corpora, as the name suggests,
operate by storing a video against each word. These videos
are recorded with the help of human signers. Video-based
representations for the words car and mother in PSL are
shown in Figures 3(a) and 3(b).

FIGURE 3. Video-based dictionary of signs Car and Mother in PSL.

The video representation of gestures enhances the visual-
ization and understanding of both static and dynamic signs
as compared to images because movements can be easily
seen as a continuous video stream, thus enhancing the under-
standability of gestures. Currently, there exist many video
gestures-based dictionaries for many sign languages of the
world. However, there are some drawbacks of video-based
repositories as well, as they consume large storage space,
and are hard to extend, as they require specialized settings
for recording videos. While the biggest drawback of image
and video-based repositories are that they are not suitable for
developing sign language translation systems, because such
systems need to render the gestures for different gestures in
a specific sequence. These images/videos may or may not be
performed by a single person i.e., one word by one signer,
and another word by yet another signer, those too in different
settings. Where, the settings include clothes, gender and the
environment where videos were recorded. Figure 4 shows
the translation of the PSL sentence ‘‘Mother car drive’’. The
problem is quite clear that these gestures were performed
by two different signers even of different genders. Also,
the clothes of the same signer vary in the same sentence. This
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FIGURE 4. Video-based sentence translation in PSL.

TABLE 1. Pros and Cons for video and image-based storage formats.

TABLE 2. Differences between English and PSL sentence structures.

will seriously affect the usability of the system. A comparison
of video and image-based sign language dictionaries has been
presented in Table 1.

There exist a large number of sign language dictionaries for
different sign languages which contain the gestures for differ-
ent words and phrases. Some of the advanced countries have
developed rich dictionaries for their sign languages, however,
in many countries the dictionaries comprise of few hundred
gestures for the commonly used words. Thus, there is a need
to develop a mechanism that can help to build a sign language
dictionary for every country. Furthermore, these dictionaries
need to cater to a natural requirement of maintaining dialects
for different regions. None of the dictionaries stores regional
dialects of words.

The above discussion apprises the need to develop more
enriched repositories of sign language that are not only suit-
able for learning and practicing a sign language but can
also help in translation systems by storing the gestures in
machine-readable formats [15]. Similarly, there is a need to
devise a well-defined process to develop, maintain, standard-
ize, and extend sign language dictionaries and repositories
preferably while involving the deaf community and language
experts by providing them an appropriate crowdsourcing

platform, as recently highlighted by some active researchers
in this area [43], [49].

Apart from the word and gesture level details of a sign
language, it is interesting to note that the sentence struc-
ture of the sign languages is also different from written
and spoken natural languages. Table 2 presents some sam-
ple sentences in English with their equivalent translated
sentences into PSL. It can be observed that after transla-
tion the word order has changed, some words have been
eliminated, and some additional words have been added
in certain cases. This makes the natural to sign language
translation an interesting and different machine translation
problem as compared to conventional language translation
problems. Interestingly, the machine translation problems
require a substantial set of training and testing data for
building a suitable translation model and testing it properly.
Thus, apart from building a word-level machine-readable
corpus, there is a need to build a sentence-level repository that
comprises a variety of source and target language sentences
to develop and test sign language translation models. Fur-
thermore, incorporating multiple languages in the repository
can help to develop multilingual translation systems for sign
languages.
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Another motivation for engaging the crowd for building
such repositories is to collect a variety of signs for the same
word to build a data-set for the development and testing of
gesture recognition systems with the help of multiple signers.
It can also help in gathering gestures for different dialects of
a sign language.

Similarly, such platforms can also provide a foundation to
the standardization authorities to engage the deaf community
to define gestures for new words and terminologies, as well
as, standardize the existing gestures by considering the most
frequent gestures for a word.

Lastly, the deaf community can be engaged to validate
the translation systems developed for the deaf community
with the help of avatars for the correctness of translation and
acceptability of avatars.

B. CONTRIBUTIONS
The major contributions of this research are as follows:

The article presents the following contributions:
A. A crowdsourcing based framework for building a word

level parallel corpus, and sentence level translation corpus for
sign languages

B. It further presents a process to develop a word level
parallel corpus for different dialects of a sign language; and a
process to develop sentence level translation corpus compris-
ing of source and translated sentences.

C. The proposed framework has been successfully imple-
mented and engaged different stakeholders to build word and
sentence level corpus.

D. Developed a corpus for Pakistan Sign Language using
the proposed framework

a. As a result, a word level machine-readable parallel
corpus comprising of the gestures of almost 600 words of
Pakistan Sign Language (PSL) has been developed.

b. While, a sentence level translation corpus comprising
of more than 8000 sentences for different tenses has also
been developed using the process outlined in the proposed
framework.

The rest of the article has been structured in the following
manner: the existing research work has been discussed in
Section II. While Section III presents the proposed frame-
work for crowdsourcing-based data collection for building
word-level sign language corpus and sentence level trans-
lation corpus. The characteristics of the corpus generated
from the process have been presented in Section IV. The
effectiveness of the word level and sentence level corpus
in developing and testing a fully automated sign language
translation system has been discussed in Section V. Discus-
sion about the importance of the proposed framework and
generated corpus has been presented in Section VI. While,
Section VII concludes the article.

II. RELATED WORK
This study presents some details of dictionaries and reposi-
tories made and exposed by different sign language experts
and organizations across the globe. A British Sign language

corpus consisting of 2,528 video clips was proposed in (2011)
by [16]. These videos were recorded by the Deaf people
using BSL. The corpus is also exposed to the public so that
they can use and learn BSL. The European Cultural Heritage
Online organization (ECHO) published corpora consisting of
children’s stories and poetry in Swedish, British Netherlands
SL. This corpus contains video signs performed by a single
signer. Similarly, [17] proposed a corpus for deaf children in
Africa.

Various multilingual dictionaries are having a different
kinds of representations are available for different SL. Span-
ish Sign Language- Spanish (DILSE) dictionary was pro-
posed by [18]. It is a multilingual dictionary is available
online for the deaf community of Spain. The dictionary pro-
vides two levels of search in which users can either search
a Spanish word against a sign and similarly can do a signed
search by giving a Spanish word as input. The Italian sign
language dictionarywas proposed by [19]. An electronicmul-
timedia dictionary consisting of signs of 3 different sign lan-
guages including American Sign Language (ASL), Japanese
Sign Language (JSL) and Korean Sign Language (KSL) was
created by [20]. A Danish Sign Language (DTS) dictionary
was developed by [21]. The dictionary stores words along
with their synonyms and corresponding human recorded
videos of each sign.

Some groups worked on domain-specific SL corpora,
details of some of the domain-specific SL dictionaries are
described here. One domain-specific dictionary includes a
weather reports corpus comprising of 2468 sentences in
German and DGS and has been reported by [22]. An ISL
Dictionary for disaster domain was proposed by [6]. The
videos are traced to convert them into avatar animation. This
dictionary provides the information of disaster to the deaf.
It consists of 600 sentences and 2000 words. Some dictio-
naries are enriched with sign writing notations, which help
them in showing the gestures using avatar technology. For
instance, a DGS Corpus was developed by [23] using gloss
and Hamburg Notation System (HamNoSys). Apart from
this, very few repositories target machine translation for sign
languages. As an example, in [24] the researchers present sta-
tistical machine translation experiments on a corpus of about
2000 sentences for the language pair Chinese and French.

There aremany sign language dictionaries available online.
Repositories according to different regions are along with
a total number of videos, format, URL and sign writing
notations have been listed in Table 3.

It can be observed that most of the dictionaries have video
representations of signs but some contain an image as well.
These dictionaries contain signs of words and some of them
e.g. ‘‘life print’’ also include signs of common phrases. There
are also few YouTube channels like ‘‘Elma Production’’ that
are uploading sign language lessons.

A. SIGN LANGUAGE DICTIONARIES
Experts and communities from different countries have devel-
oped sign language repositories that largely comprise sign
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TABLE 3. List of sign language dictionaries.

language dictionaries. The repositories are also referred to
as sign language dictionaries, corpus, and at times corpora.
Most of these dictionaries comprise of most frequently daily
used words in different useful multimedia formats. The most
common representation in sign language dictionaries is a
presentation of words in the form of pictures, videos, or in the
form avatar videos. In terms of understanding the gestures,
the video representations are much easier as compared to
the pictorial representations. While, the avatar-based video
representations are also understandable, yet they are consid-
ered less expressive as compared to the videos. However,
in terms of data storage, the pictorial representation takes
least storage space, while avatar videos take more storage,
and the human videos take even more storage space. Some
dictionaries have also stored the gestures in sign writing

notations, which helps to store these gestures in a textual
representation that can be later converted into a gesture using
avatar technology. Certainly, the textual format takes the least
amount of storage but requires tools to convert it back into the
equivalent sign language gesture. More details related to sign
writing notations and avatar technology have been discussed
in the coming sections.

These dictionaries also vary in terms of granularity of lan-
guage components. For instance, almost all of them include
the gestures for all the letters and basic numbers for the
considered sign language; the next granularity is that of stor-
ing the gestures for words i.e. they store words of a spoken
language along with its representation in the considered sign
language. Many dictionaries also store some frequently used
basic phrases e.g. greetings etc. which is another level of
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granularity. Furthermore, many languages have exposed the
sign language based children stories and poems which com-
prise of several sentences, which is yet another higher level of
granularity.Most of these dictionaries present the information
under different categories, and are augmented with searching
features.

B. LIMITATIONS OF SIGN LANGUAGE DICTIONARIES
Following are the limitations of multimedia-based represen-
tation of sign language gestures which invite the researchers
to devise methods to develop suitable sign writing notations.

1) STORAGE SIZE
The size of storing a gesture in image or video format requires
a substantially large amount of storage as compared to text-
based storage. These challenges the scalability of large-scale
systems.

2) LACK OF REPRESENTATION IN IMAGE-BASED GESTURES
The dynamic gestures are hard to represent through image-
based storage, as they are presented through multiple frames
showing different hand shapes, orientations, while the move-
ments are shown with the help of different symbols like
arrows etc.

3) STANDARDIZATION
There are two different notions of standardization. The first
one is that of standardization in the recording of video or
image-based gestures. This may involve engaging the same
person for performing the gesture while maintaining the same
background settings, clothes etc.

While the other notion deals with variations of signs for the
same word, due to different dialects or subjective differences.
In this case, the same word or phrase can be signed by
different people in different ways, or the gesture of the same
word may vary from one region to another for the same sign
language. To this end, almost every country has a responsible
organization that works for maintaining the standard national
sign language gestures e.g. Americans National Institute of
Deafness and Another Communication Disorder (NIDCD)
is responsible for ASL [25]; Pakistan Directorate General
of Special Education Initiative National Institute of special
education (NISE) [26] are responsible for managing PSL;
while Indian National Institute of the Deaf [27] does it for
ISL.

4) ISSUES IN SENTENCE GENERATION
The gestures are connected in a specific sequence to reflect a
meaningful sentence. This can certainly be done by rendering
the gestures of these words in a given order. However, this
poses a lot of challenges while using an image or video-
based repository. For example, gestures recorded by different
persons in different settings, or by the same person with dif-
ferent clothes result in the user experience of the translation
system. While in the case of an image-based repository it
becomes evenmore tedious where different frames are loaded

while showing the arrow signs representing the movements.
Figure 4 shows the generation of different sentences of PSL
using video gesture repositories. It is clear that gestures for
the words involve in a sentence have been performed by
different persons, thus making it difficult to understand.

Another important aspect of sign language dictionaries is
the standardization of gestures for each language. Since every
region has its particular sign representation that varies from
region to region, and it is pertinent to enrich and extend these
dictionaries to include regional dialects of these sign lan-
guage. Furthermore, it is imperative to have a standard pro-
cess for the inclusion of a gesture into the national language.

C. USE OF CROWDSOURCING FOR NATURAL LANGUAGE
PROCESSING TASKS
Researchers have discussed the use of crowdsourcing for
different types of natural language processing tasks [28],
[46]. In particular, a high-level approach for building a
crowdsourcing-based sign language dictionary has been
discussed in [29] and [30]. Similarly, general guidelines
However, there is a need for a well-defined crowdsourcing
platform that engages the deaf community, language experts,
and technologists to build a multi-purpose sign language
dictionary that can be used for building specialized transla-
tion tools for the deaf community. Similarly, different suc-
cessful usages of crowdsourcing in relevant projects like
the Bentham project [37], workforce-efficient consensus for
bio-collections information [38], use of crowdsourcing in
general [39], and application of crowdsourcing in corpus
management in natural language processing [40], [45] has
also been presented in the literature. On the other hand,
researchers have highlighted the quality assurance issues
in general-purpose crowdsourcing platforms like Amazon
Mechanical Turk [47], [48] which questions its suitability for
NLP tasks. Similarly, special purpose and language-specific
crowdsourcing platforms have also been proposed e.g. [46]
proposed a crowdsourcing platform for collecting and anno-
tating Arabic language tweets.

In particular, to sign languages, an idea with an elementary
implementation of a web-based tool for building a parallel
corpus was proposed by Becker et al. [42]. This tool involves
users annotating a piece of text or a document with the help
of users who fetch already stored gestures for a word. But this
tool used SignWriting notation for storing the gestures, thus
an annotator requires the understanding of this notation for
annotation. Furthermore, SignWriting cannot be used to gen-
erate automatic gestures for sign language. Likewise, there
is no editorial check on the quality of the output generated
through this tool. Lastly, it does not help to differentiate
the sentence-level grammatical differences and variations
between sign language and natural language sentences.

The literature review clearly shows that sign language gen-
eration, recognition, and translation involve multidisciplinary
perspectives of linguistics, gesture recognition, avatars, and
translation system. Whereby, the translation system requires
corpora comprising of natural language text to sign language
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FIGURE 5. Stages of the process for crowdsourcing based NLP tasks.

translations, while gesture recognition requires a huge corpus
of images and videos. Thus there is a strong need for a
framework that facilitates the creation of these large-scale
corpora. To the best of our knowledge, there is no detailed
framework that involves crowdsourcing and editorial control
for sign language corpus generation and verification for a
variety of dialects of a sign language. Thus, this research
proposes a generic framework that involves the deaf subjects
as contributors and validators, and the sign language experts
as editors and reviewers of the submitted work to build a word
and sentences level parallel machine-readable corpus for sign
languages.

III. A FRAMEWORK FOR THE DEVELOPMENT OF SIGN
LANGUAGE CORPUS USING CROWDSOURCING
This section presents the theoretical framework for the devel-
opment of crowdsourcing based parallel corpus for sign lan-
guages. The proposed framework aims to create extendable
and standardized machine-readable sign language repository,
whereby it employs crowdsourcing for involving the deaf
community and language experts as contributors and valida-
tors for different tasks. The proposed framework is based
on some recommended stages for natural language-based
crowdsourcing tasks that involve (i) design crowdsourcing
task; (ii) process for data acquisition; (iii) execution andmon-
itoring; (iv) evaluation and data aggregation [28], as shown
in Figure 5.

Overall, the proposed framework has been divided into two
main parts referred to as data submission, and data validation
components, as shown in Figure 6. The data submission com-
ponent is responsible for data acquisition with the help of the
crowd.Whereas, the data validation component is responsible
for ensuring that only correct data is stored in the system. The
framework involves two different granularities of data, firstly
it acquires and validates the gestures of alphabets, words, and
phrases of a sign language. Secondly, it engages deaf subjects

FIGURE 6. Proposed crowdsourcing framework.

to add and validate sentence-level English to sign language
translated data.

A. PROCESS FOR DATA ACQUISITION AND VALIDATION
At this granularity level, the proposed framework involves
a six-step process as shown in Figure 7. Whereby, the first
3 steps help to add a video gesture into the sign lan-
guage dictionary through an editorial process. While the next
3 steps are responsible for converting the input into a rich
machine-readable sign writing notation that is subsequently
used for generating an equivalent avatar. A brief description
of each step of the process is as follows:

i. Submission of a video gesture for a word in different
dialects of PSL by involving deaf subjects as a crowd.

ii. Get the collected gestures reviewed by involving PSL
experts as reviewers and editors using a well-defined
editorial process.

iii. Add correct gestures into the repository.
iv. Convert gesture to a rich machine-readable format.
v. Convert machine-readable gestures into a video avatar.
vi. Validate avatar by involving deaf subjects.

1) SUBMISSION OF A GESTURE
The process starts with a selection of the most frequent
English language words used in daily life communication.
Thewords are grouped in different categories and are exposed
to the deaf subjects as a call for gestures. The next step in
the process is to register the deaf subjects and sign language
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FIGURE 7. Process to add and validate a sign language gesture.

experts from various deaf institutes. The deaf subjects submit
the gestures for different words listed in the call for gestures.
In this research, 40 students from a deaf school, and a special
education department of a university were registered as deaf
subjects.

The data acquisition component invites the contributors to
submit a gesture by writing or selecting a word or phrase
along with the dialect of the language, whereby the contribu-
tor can upload the recorded gesture. The selection of dialect
and region can help in collecting gestures for the same word
in different regions. This will help to store different variants
of the gestures for the sameword or phrase in a given sign lan-
guage. Subsequently, the detailed analysis and processing of
the uploaded videos and relevant meta-information can help
in the standardization of gestures in a language. For instance,
after collecting a significant amount of gestures for a given
word, we may choose the most widely used representation of
a gesture as a standard for that word.

The gesture submission sub-component also provides an
option to invite the registered users to submit the gestures for
a specific set of words. For instance, to prepare a dictionary
for all the words and phrases being used in the English book
for Class 1, a call for gestures can be initiated. This can not
only help in collecting relevant gestures but can also help to
build supportive tools using the collected vocabulary of sign
language. Similarly, calls for certain domain-specific gestures
can also be initiated. For instance, in low resource sign lan-
guages, there might be a need of adding gestures for the
vocabulary used in hospitals, shopping malls, train and bus
stations etc. Therefore, this component allows initiating a call
for gestures for a specific context, where it provides words
and phrases for that domain and invites the deaf subjects to
contribute for gestures in their regional dialects.

Apart from this, there is also a need for generating new
gestures in a standardized manner. Particularly, new termi-
nologies like COVID-19 or any other new technical term

FIGURE 8. Editorial assessment process.

require appropriate gestures which are not present in a given
sign language. The proposed framework also provides a fea-
ture that involves the language experts to create and suggest
gestures for new words or terms. The suggested gestures are
then discussed and evaluated by all the involved experts to
finalize one gesture from all the submitted proposals. This
feature does not involve the general public as the new gestures
should be developed by the experts of the language.

2) EDITORIAL PROCESS
Most of the crowdsourcing systems lack quality control.
Therefore, the proposed framework involves a well-defined
review process to review the submitted gestures by involving
different sign language experts as editors and reviewers. The
whole editorial process has been presented in Figure 8. The
whole activity starts with the submission of a gesture by a
deaf person who belongs to the contributing crowd. Which,
after a preliminary check by the editorial staff is assigned to
an editor, who in turn, assigns this gesture to one or more lan-
guage and dialect experts, who are given the role of a reviewer
in the proposed system. The expert reviews the gesture by
reviewing its manual and non-manual features. A reviewer
may either accept the gesture, ask the contributor to improve
it, or reject it for further consideration. Thereafter, the editor
will make the final decision about the acceptance or rejection
of gestures. If the final decision is that of acceptance, then the
gesture will be added to the repository. Whereas, in case of
asking for a revision, the contributor will submit a new video
after improving the gesture based on the comments received
from the reviewers. Subsequently, it will be marked to the
same reviewers for evaluation and can either be accepted or
rejected at this stage. Lastly, the rejected gestures will be
discarded and shall not be added to the gesture repository.

Figure 9 presents the rubric to facilitate the reviewer for
the evaluation of a gesture. It can be observed that the rubric
for the evaluation of a gesture has been carefully designed
while considering the manual and non-manual features of
a sign language gesture. Where the manual features are
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FIGURE 9. Rubric for evaluation of a submitted gesture.

related to hand-shapes, location, orientation, and movements.
While, the non-manual features are related to the other body
movements including shoulder shrugging, facial expression,
mouthing, eye-brows raising etc.

Although some gestures might be simpler and may not
involve any movement or non-manual features, yet the pro-
vided rubric is based on maximum details. Apart from this,
the reviewer can also provide relevant details in a descriptive
form in the available text area. Lastly, every reviewer has to
rate the gesture on a scale from 0 to 10. This will help in
computing an average score for all accepted gestures. Thus,
the gesture with the highest score will be shown as a main
gesture for a given word, as we may have several gestures
for a given word, which may be submitted by many different
contributors. Similarly, the selected best gesture is used to
convert the gesture into equivalent sign writing notation.

3) SAVE GESTURES
In this research gestures for 500 different words have been
stored. The analysis of video data collected revealed that there
were 1328 videos recorded by a team of 50 students. Further
analysis depicted that about 389 words have 2 videos each,
73 words have 3 videos and 35 words have 4 videos each.

4) CONVERSION OF GESTURE INTO MACHINE READABLE
FORMAT
The notion of parallel corpus involves multiple useful repre-
sentations of the words in the dictionary or corpus. The pro-
posed framework initiates the data collection by writing
or selecting a word or a phrase. There are many different
representations of a word e.g., English version, Roman Urdu

version, Urdu language version, its video gesture uploaded by
the contributor. While after accepting the gesture, the tech-
nical team is responsible for converting the video gesture
into an appropriate machine-readable sign writing notation,
which can subsequently be converted into an avatar. We may
also store the avatar-based representation. Therefore, it is
pertinent to store the machine-readable form of each gesture
as well.

Like spoken languages Sign languages are also be tran-
scribed using various sign writing notations [15]. There
are many notation systems used for Sign language writing
among which the four most widely used Sign Writing Nota-
tion Systems are Stokoe, Gloss, Sign Writing, and Ham-
NoSys [31], [32]. The basic representations of widely used
sign writing notation symbols are shown in Figure 10. While
a comparative analysis of these widely used sign writing
notations has been presented in Table 4.

After the selection of HamNoSys as the sign writing nota-
tion now the challenge is how to generate HamNoSys for
our repository. For this purpose, a dedicated team of students
work using a well-defined process, to generate and validate
HamNoSys, as shown in Figure 11. It is imperative to discuss
that the gesture repositorymay havemore than one acceptable
video for a given word. Thus, the first step would be to select
the best-rated video gesture for every word so that it can be
used to write the HamNoSys.

5) GENERATION OF AVATAR
The first step of the HamNoSys writing process requires
careful identification of hand shapes, location, movements,
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TABLE 4. Comparison of Widely used Sign Writing Notations.

TABLE 5. Mapping of hand shape, location, orientation, and movement using HamNoSys.

and non-manual features. These features are then mapped
onto the respective HamNoSys symbols using the HamNoSys
keyboard. The HamNoSys can be converted into SiGML
which is an intermediate mark-up language representation
that can further be converted into an avatar that performs
the gesture based on the input HamNoSys. The generated
avatar is reviewed by the responsible person and after some
iterations of refining the avatar, an appropriate avatar is gener-
ated. The number of iterations depends upon the complexity
of the gesture being transcribed as well as on the expertise
of the HamNoSys writer. However, it is an offline step and
the concerned person can write correct HamNoSys in a few
iterations. Once the avatar is ready, it is evaluated by a sign
language expert who may either accept the avatar or may
require more refinement in the avatar, which can be done by
refining the HamNoSys for that gesture.

The HamNoSys vector is stored corresponding to each
word which will later be used to generate the avatar. Table 5
shows the mapping of hand shape, location, orientation, and
movements for the gesture of word today in PSL using the
HamNoSys.

To figure out the correctness of generated HamNoSys vec-
tor it is required to find a mechanism through which some
kind of visual output can be generated to see how accurately
the sign can be performed by the avatar. In this research,
third-party software is used which takes HamNoSys as input
and automatically generates an intermediate representation
called SiGML. The tags are similar to XML tags which are
read and played by a by SIGML player.

6) VALIDATION OF AVATAR
The Avatar output is verified by SL experts again. There are
few cases in which the output was not correct due to wrong
mappings of HamNoSys symbols. In these cases, the prob-
lems were identified and HamNoSys was again generated till
the avatar output is verified by SL experts.

B. TRANSLATION CORPUS: SENTENCE LEVEL DATA
COLLECTION AND VALIDATION
To develop a sign language translation corpus, it engages the
crowd to translate different types of sentences into equivalent
sign language sentences.

The process to collect sentence-level data has been pre-
sented in Figure 12. It shows that a variety of English
language sentences will be selected for translation into equiv-
alent sign language text. These sentences will be assigned
to different deaf subjects for translation. Later on, the trans-
lated sentences will be collected and stored in the sentence
repository.

1) SOURCE SENTENCES
The source sentences can be selected based on different types
of English sentences. Figure 13 shows different possible
types of English language sentences. These sentences can be
categorized based on tenses into the present, past, and future
tenses. Whereas, each tense has four different variants indef-
inite, continuous, perfect, and perfect-continuous. Similarly,
concerning the meanings, the sentences can be categorized
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FIGURE 10. Different sign writing notations.

FIGURE 11. Process to Generate and Validate a HamNoSys.

into imperative, negative, and interrogative sentences. While,
structurally the sentences are categorized into simple, com-
pound, complex, and compound-complex sentences.

FIGURE 12. Process to develop sentence-level translation corpus.

FIGURE 13. Categories of English language used to build sentence-level
translation corpus.

In this researchmore than 8000 source sentences have been
collected from different books including the practice books
for English grammar and composition, and some textbooks
from the primary school syllabus.

2) TASK ASSIGNMENT
The source sentences are assigned to different registered
users who are willing to support in generating translation
data. These users translate each sentence by themselves. The
translated data is collected and stored in the system. This
data will be helpful in training and testing different sign
language translation systems. There are very few corpora
that facilitate in developing and testing machine learning or
deep learning-based sign language translation systems. This
component of the proposed framework can help to gather
translation data for a variety of sign languages by assigning
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FIGURE 14. Representation of a gesture in Parallel Corpus.

different source sentences to the users of different sign lan-
guages.

In this research, we have collected translations of more
than 8000 sentences with the help of users, who translated
a variety of English language sentences into equivalent PSL
sentences in text format. Some of the sample sentences have
been presented in Table 5.

3) VALIDATION THROUGH SENTENCE LEVEL CORPUS
This subsection discusses how the sentence level corpus can
be used for measuring the accuracy of any machine transla-
tion model for natural to sign language translation. Further-
more, it can also help evaluate the sentence level translation
performed with the help of avatar by integrating it with any
translation system which uses a word-level machine-readable
representation of gestures discussed in the previous section.

The sentence-level corpus is used to evaluate the accuracy
of any sign language translation system. This can be helpful
for both ways translations i.e. natural to sign language trans-
lation, and also for gesture recognition and converting it into
natural language sentences. Particularly, for PSL, a natural
to sign language translation model has been proposed by
Khan et al. in [41]. The manually translated output helps us
in evaluating the translation system by comparing the trans-
lation output with the manually translated sentence avail-
able in the corpus while involving measures like BiLingual
Evaluation Understudy Score (BLEU Score) and Word Error
Rate (WER).

On the other hand, the same translation system helps gen-
erate semi-automatic sentence-level translation.Whereby, the
involved subjects are shared the English language sentence as
well as the translated sign language sentence with the help
of the translation system proposed by Khan et al. in [41].
In this case, the subjects have two options either to simply
mark a sentence as correctly translated, or make the necessary
change to the translation. This in turn provides two benefits,
firstly it saves time in generating translation corpus; and
secondly, it helps to identify errors in the translation system
which can be rectified later on.

Lastly, the translated sentences are converted into an avatar
with the help of a word-level machine-readable corpus. As the
gestures of the translated sentences can be rendered from
the gesture-based corpus discussed in the previous section,
thereby facilitating the avatar-based translation. Figure 15

TABLE 6. Statistics of word level data in the parallel corpus.

shows that the avatar-based video for a PSL sentence looks
much better than the video or image-based rendered video,
as its look and feel do not change while rendering the ges-
tures. Again, to this end, this research seeks support from the
translation system proposed by Khan et al. in [41].

IV. CHARACTERISTICS OF CROWDSOURCING BASED
PARALLEL CORPUS FOR PSL
The first-ever parallel corpus of PSL was proposed in this
research. The corpus comprises of two parts: the first part
contains gestures and other relevant information for more
than 700 different words used in sign language; while
the second part comprises more than 8000 sentences trans-
lated from English to PSL.

The details related to the persons involved in different
roles to build this proof-of-concept application to justify
the proposed crowdsourcing framework have been presented
in Table 6. Furthermore, the statistics related to the let-
ter/alphabets, numbers, words, and phrases generated by
employing the processes defined for the data collection
framework have also been presented in Table 6.

A. PARALLEL CORPUS FOR GESTURES
The parallel corpus stores multiple representations of English
words including Urdu and roman equivalent text, machine-
readable representation of PSL gestures of a corresponding
word using HamNoSys, video recorded by human signer
along with the iconic symbol of the word. Lastly, the corpus
stores the avatar-generated video from the generated Ham-
NoSys vector and SiGML. Figure 14 shows an entry for the
word car in a parallel PSL corpus.
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TABLE 7. Sample sentences for generating translation corpus.

The corpus consists of various categories of words. Ini-
tially, about 500 words taken from basic grammar books
and the ones used in daily life belonging to different cate-
gories have been selected for data collection. The categories
include animals, body parts, week days, color names, rela-
tionships and few others. Apart from this, gestures for letters
of English and Urdu alphabets, and basic numbers were also
collected, which collectively sums up to more than 700 ges-
tures, as shown in Table 6.

The data of these gestures are placed in their respective cat-
egories. This gathered pool of English words are categorized
in different basic domains like relationship names, school and
college most often used words, color names, month names,
etc. New categories along with words can be easily added
using the corpus insertion interface.

A team of 55 persons was involved to materialize this idea
of crowdsourcing-based corpus generation. This includes
2 Editors, 8 Reviewers, 40 deaf students including 32 males
and 8 females, while 5 technical resources were engaged to
convert the collected gestures into HamNoSys.

B. TRANSLATION CORPUS
The translation corpus has been developed by involving the
crowd whereby they were provided with English sentences
and were asked to translate them into equivalent PSL sen-
tences. Table 7 shows some sample sentences translated by
the involved subjects.

Whereas, Table 8, IX, and X show different useful statistics
of the sentence level translation corpus for PSL using the
crowdsourcing framework.

It is pertinent to mention that the gestures of the translated
sentences can be rendered from the gesture-based corpus
discussed in the previous section, thereby facilitating the
avatar-based translation. It is pertinent to mention that most
of our deaf subjects are studying in university and were com-
fortable in translating sentences from English to PSL. To the

TABLE 8. Statistics of sentences used to build translation corpus.

FIGURE 15. Video of translation using Avatar.

best of our knowledge, this is the first-ever machine-readable
corpus for PSL which can be used not only for word-based
translation but also includes sentence-level translation.

Figure 15 shows the translation of the PSL sentenceMother
Car drives now using the parallel corpus. It can be observed
that the avatar-based video for a PSL sentence looks much
better than the video or image-based rendered video, as its
look and feel do not change while rendering the gestures.
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TABLE 9. Number of sentences (based on meaning).

TABLE 10. Useful statistics of translation corpus.

To this end, this research seeks support from the translation
system proposed by Khan et al. in [41].

V. EVALUATION FOR EFFECTIVENESS OF
CROWDSOURCING BASED PARALLEL CORPUS FOR SIGN
LANGUAGE TRANSLATION
This section discusses the effectiveness of using a machine-
readable corpus for sign language translation systems. The
principal motivation behind the development of the parallel
corpus is to use it for language learning and translation pur-
pose by capitalizing on its ability to be machine-readable.
Thus, the evaluation for the effectiveness is primarily based
on the comprehensibility and usability of the translation sys-
tems that can be developed using avatar technology with the
help of the corpus. Whereby, the comprehensibility refers to
the richness of the avatar for the sake of understanding it;
while the usability aims to gauge the general applicability
of the avatar-based translation system by rating it on a scale
of 10.

Apart from this, another anticipated advantage of such a
machine-readable corpus over the image and video-based is
low memory space consumption in storing the representation
of signs. Furthermore, it also offers a significantly less pro-
cessing time for the dynamic generation of sentence-based
translation.

A. EVALUATION OF THE EFFECTIVENESS OF THE AVATAR
The generated avatar is performing PSL gestures for the
words in their given sequence. This inevitably invites us
to evaluate the effectiveness of the avatar in terms of its
comprehensibility and usability. Comprehensibility gauges
the richness of the avatar to make the user easily understand
the performed gestures [31], [36]. It involves naturalness,
rhythm, expressiveness, scale, position, and contrast. While,
usability means the general applicability of the avatar-based

system, where the users were supposed to rate the system on
a scale from 0 to 10, where 10 means a perfect system.

1) EVALUATION OF THE COMPREHENSIBILITY
Ten subjects including deaf students and interpreters were
involved to test the comprehensibility of the generated avatar.
All of them were involved in the data acquisition and were
well aware of the objectives of this research. They were also
eager to use this new technology-based solution and were
comfortable in using these technologies.

a: NATURALNESS
Almost all of the participants felt uncomfortable with the
stiffness of the virtual character. Certainly, the avatar-based
character cannot perfectly look like a real person in the
video. The major concerns were in the movements of fingers
and wrist while performing different hand orientations and
shapes. Nevertheless, they assured that the avatar is under-
standable, though it can be improved further.

b: RHYTHM
The speed of performing a gesture by the avatar was also a
problem noticed by many people involved in the experiment.
The speed of performing the gesture is controllable and can
be adjusted by each user. Therefore, this problem was solved
in most cases.

c: EXPRESSIVENESS
The expressiveness mostly involves non-manual gestures
including the movement of eye brows, lips, etc. In the cur-
rent form, our avatar does not support non-manual features.
However, they are part of future improvements.

d: CONTRAST AND EMPHASIS
The gestures dominantly involve hand movements, thus the
hands of the avatar are significantly different from the color
of the clothes. Thus, the hands are visible and help to focus
on the manual gesture.

e: POSITION
Initially, the system was showing the full body of the avatar,
which was disliked by the deaf community. As the signing
space involves the top and middle part of the body. Therefore,
this problem was rectified and all the participants showed
their satisfaction with the position on the avatar.

2) EVALUATION OF THE USABILITY
The usability of the system was measured by asking the
participants to rate the avatar-based translation system for its
effectiveness for performing translation on three different lev-
els of granularity: i) translation of an alphabet; ii) translating
a single word; iii) translating a phrase. Again the same ten
participants were supposed to rate the translation system from
0 to 10 score, 10 being the highest. They were also provided
a space to share the strengths and shortcomings at each level
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TABLE 11. Average rating scores given by the deaf subjects to letters,
words, and phrases.

of granularity. Where they have presented two outputs for
each input word, sentence, or paragraph. First, a system that
renders human videos of each word of PSL sentence, while
the other automatically generates an avatar to perform trans-
lation. The users are supposed to rate each output. We present
the comparison of average ratings assigned by the users.

a: TRANSLATION OF ALPHABETS AND NUMBERS
This involved translation of an alphabet or a number into a
PSL gesture. It was the simplest activity of just reading a
gesture from the repository and play it. The users compared
the video gesture with the avatar-based gesture. The users
were presented with two random alphabets and numbers.
The average rating for word-level translation while rendering
human video was 9.8, whereas that of the avatar was 9.3,
as shown in Table 11. The general comments reveal that
avatars are understandable but need to be enriched further.

b: TRANSLATION OF A WORD
The second experiment was designed to compare the avatar
and human videos for different words. It is pertinent to men-
tion that some words have simple gestures i.e. they involve
a single-handed gesture with no non-manual gestures. While
others involve double hand gestures and some non-manual
features as well. Thus we have evaluated both categories dif-
ferently. The average rating for simple single-handed human
video-based gestures was 9.7 while that of avatar-based
gestures was 9.2. Whereas, the average rating of a human
video gesture of a complex single word gesture (the one
that involves both hands and some non-manual features) was
9.5 while that of the avatar-based video was 8.9.

c: TRANSLATION OF PHRASE
The third experiment was to compare the human videos
and relevant avatar videos for the commonly used phrases.
Once again, in this case, two random phrases were shown
to different users and they were supposed to assign a rating
to the video-based gesture as well as to the avatar-based

gesture. Its results were almost similar to those of complex
word gestures. As most of the phrases involve double-handed
gestures with some non-manual features. Thus the average
score of a human video, in this case, was 9.6 while that of an
avatar-based video was 8.9 as shown in Table 11.

d: TRANSLATION OF A SENTENCE
The fourth experiment was to test the usefulness of the
avatar-based translation for different sentences. All the users
were presented with 5 human and 5 avatar-based videos
playing a single sentence. The users were asked to rate their
understanding between 1 and 10. The users were more com-
fortable with the human video as it got an average rating
of 8.5, but were excited to see the avatar video as well
and awarded an average rating of 8.4 to the sentence level
avatars, as shown in Table 11. It can be observed that sentence
level translation using video is not rated high by the deaf
community. The reason is that videos from different persons
in different settings show-up in this scenario. While avatar
based translation is very close to the video based translation
as it is performing the gestures in a consistent settings.

e: TRANSLATION OF PARAGRAPH
In this experiment, the users were shown the human video
(manually annotated) and avatar-based video of a famous
childhood story ‘‘Thirsty Crow’’. In this scenario, it was
observed that the human video was muchmore appreciated as
compared to the avatar video. The major reason pointed out
by the deaf subjects was the missing references of pronouns
during the rendering of avatars. The deaf community uses
the sign space to register the subjects and objects while
performing gestures, and the skilled human signer easily used
this feature. However, in the current form, the avatar render-
ing system only renders the gestures of each word without
exploiting this feature. However, this can be incorporated in
future research for improving the gesture-performing avatars.

B. PERFORMANCE COMPARISON OF IMAGE, VIDEO, AND
AVATAR
The performance analysis based on space and processing time
for the generation of PSL sentences using all three approaches
was done and results are shown in Figure 16. More than
100 videos, their GIFs and SiGML representations were
stored in separate folders. 3 words, 10 words, and 100 words
were given as input.

The graph reveals that video loading for 3 words took
almost 2 seconds, 10 words took 6 seconds to load, while
100 words took approximately 17 seconds to load from disk
to player. GIF based sentence generation performance rela-
tively better than human videos but still for sentence having
100 words it still take 8.8 seconds which is large enough
in automated translation applications. However, the process-
ing time for avatar-based rendering through HamNoSys is
negligible as compared to the other approaches, as it took
only 2.1 seconds to dynamically search and render a PSL
text having 100 words. On the other side, videos took around
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FIGURE 16. Speed of rendering 3, 10, and 100 words using different
storage formats.

90MB,GIFs took 70Mb, whereas the SiGML representations
of these 100 words took around 110Kb. From the above
experimental results, it is quite clear that our corpus building
approach is better both in terms of space utilization and as
well as computational efficiency for rendering and playing
the avatar for all the words. The corpus is also easily scalable
to store more language words and enhance translation speed
and coverage.

VI. DISCUSSION
The proposed framework presents the conceptualization and
development of a crowdsourcing-based editorial manager for
developing and evaluating sign language corpus. It ensures
that the volunteer-submitted gestures are of sufficient quality
and can be uploaded to a digital repository. It also demon-
strates that crowdsourcing can potentially ensure sustain-
able development, maintenance, extension, and to an extend
standardization of a sign language and its various regional
dialects. Similarly, it also shows the potential of wider public
engagement for the deaf community.

The whole data collection process while involving
the crowd was based on the guidelines provided for
crowdsourcing-based natural language processing tasks [28].
It involves a) task design; b) data acquisition process; c) exe-
cution and monitoring; and d) data aggregation and eval-
uation. Whereby, the whole activity was well-defined and
decomposed into several tasks including user registration,
gesture submission, editorial process, conversion of a ges-
ture into sign writing notation. Subsequently, the crowd was
involved in gesture submission and validation. Later on,
in stage-II data was prepared and collected with the help of
the crowd. The project was executed in stage-III with the
help of involved stakeholders the deaf community, language
experts, and the technical support team. Here, stakeholder
was taken onboard and trained to use the system to manage
all the tasks. Lastly, data evaluation and aggregation were
conducted, where the human videos submitted by the deaf
contributors were evaluated by the language experts during

TABLE 12. Comparison with existing corpora for natural to sign language
translation [19].

the editorial process.While the quality of conversion into sign
writing notation was evaluated by converting the sign writing
notation into an avatar and getting it evaluated by the deaf
community.

It is pertinent to compare the collected data with the
existing data-sets developed for natural to sign language
translation. Table 12 presents the data-sets developed for the
evaluation of natural to sign language translation. It can be
clearly seen that most of the data-sets comprise of less than
2000 sentences. There is only 1 data-set for English to ASL
translation that comprises of 11,000 sentences. Our data-set
comprises of more than 700 gestures in a machine readable
format, and more than 8000 sentences, and with a variety of
sentences with respect to tenses and meanings.

The involved experts and the deaf community expressed a
great deal of excitement while using this system. However,
they also provided useful feedback for further expansion,
scalability, and other improvements for the proposed frame-
work. They wanted it to be advertised at a good scale so that
the deaf community of the whole country should be involved
in this initiative. Most of the community members were satis-
fied with the quality of the review process, but some of them
showed concerns over the review process. They also pointed
out that a large number of reviewers and editors need to be on
board to scale up the system at the country level. Most of the
contributors and language experts called the call for gestures
as an exciting platform for coming up with new gestures for
modern terms. The existing system is very bureaucratic and
slow and is almost a manual system, which makes it very
slow. Similarly, the inclusion of different dialects was well
accepted and appreciated by the language experts as well
as the deaf community. The major reason behind this was
the fact that for PSL not many gestures have been officially
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standardized, and different regions claim their versions to
be standard gestures. While the provision of dialect in the
gesture submission system has provided everyone a chance
to submit their version of the gesture under the appropriate
dialect and region. Lastly, most of the involved contributors
and language experts wanted to work consistently with this
system for a longer period of time.

A. POTENTIAL BENEFITS
The proposed crowdsourcing-based framework to develop
sign language corpus for different dialects can potentially
lead to a variety of benefits. It can help to develop a huge
repository of verified and validated gestures of different
regions and dialects of a sign language. The conversion of
these gestures into machine-readable format can open ways
to develop domain-specific and generic machine translation
applications for the deaf community. These applications can
be flexible and can be multi-dialect translation applications,
where the user can choose the dialect in which the ges-
ture should be played after translation. Apart from this, the
machine-readable version takes very small space in the mem-
ory and can help developing applications for portable devices
like cell phones etc. Another interesting benefit from this
crowdsourcing platform is that different gestures of the same
word in the same dialect can be compiled into a single data-set
that can help as a real data-set for gesture recognition systems
for that sign language. Lastly, the sentence base corpus can be
used for training and testing sign language translationmodels.
Furthermore, it can also help standardization of gestures of
sign language. Similarly, it can be used as a platform to design
sign language gestures for new terminologies and words by
engaging language experts and the deaf community.

VII. CONCLUSION
This article presents a framework that involves a process for
developing a two-level corpus for different dialects of a sign
language, namely, word and gesture level parallel corpus; and
sentence level translation corpus. The corpus building process
involves the deaf community as a contributor in the form of
the crowd. Apart from the deaf community, it also involves
the language experts to evaluate the data submitted by the
deaf community through an editorial process. Furthermore,
a technical team also converts the collected gestures into a
machine-readable sign writing notation that can help to gen-
erate an avatar performing the same gesture. The theoretical
framework has been developed into a data acquisition portal
which was used bymore than 50 people in different capacities
to collect few hundred gestures. While, the technical team
converted these gestures into a machine-readable format, and
subsequently generated equivalent avatars from them. As a
whole, almost a word-level corpus of almost 700 distinct
words was created, while a sentence-level translation cor-
pus comprises more than 8000 pairs of source and target
sentences.

The whole process and the output avatar were evaluated
by the deaf subjects. Almost all the involved deaf subjects

appreciated this framework and considered it necessary for
the development of sign languages. They were also briefed
about the potential benefits of this framework, and consid-
ering them they were eager to consistently contribute to this
framework in the capacity of contributor and validator, to add
new gestures and validate and rate the avatars, respectively.

This research can be extended in many different ways.
Firstly, there is a need to scale this concept up by engaging
a large number of people as contributors and also need to
engage many more language experts to expand it into a fully
working system. Secondly, it can be expanded as a global sign
language corpus by involving subjects and language experts
from different countries, thus extending it into a global sign
language corpus. Similarly, the linguistic information about
the language can be collected with the help of the involved
deaf community. Lastly, a multilingual sign language trans-
lation system can also be developed and tested using the
multilingual sentence level corpus.
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