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Abstract
Real data may have a considerable amount of noise produced by error in data collection, transmission and storage. The 
noisy training data set increases the training time and complexity of the induced machine learning model, which led 
to reduce the overall performance. Identifying noisy instances and then eliminating or correcting them are useful tech-
niques in data mining research. This paper investigates misclassified instances issues and proposes a clustering-based 
and classification filtering algorithm (CLCF) in noise detection and classification model. It applies the k-means clustering 
technique for noise detection, and then five different classification filtering algorithms are applied for noise filtering. 
It also employs two well-known techniques for noise classification, namely, removing and relabeling. To evaluate the 
performance of the CLCF model, several experiments were conducted on four binary data sets. The proposed technique 
was found to be successful in classify class noisy instances, which is significantly effective for decision making system 
in several domains such as medical areas. The results shows that the proposed model led to a significant performance 
improvement compared with before performing noise filtering.
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1  Introduction

One of the main elements for successful learning and 
knowledge discovery in data mining is data quality. Data 
cleansing can be done manually which is difficult, time 
consuming and inclined to errors and noise. So, effective 
automatic tools are necessary in data cleansing process. 
Noise refers to the inaccuracies and inconsistencies of 
data, which reduces the quality of the real data. Besides, 
noise can affect the quality of information extracted from 
the data, as well as the models created from the data 
and the decisions made by the data [1]. Identifying noisy 
instances and then eliminating or correcting them are 
useful techniques in data mining research [2]. Eliminating 

noisy samples from training sets may improve data reli-
ability and quality [3]. Noise detection is the critical part 
for data understanding and cleaning, as well as semi-
supervised outlier detection [4]. Noise filtering is used 
to eliminate incorrect instances from real-life data. Noise 
reduction is a difficult and important process in machine 
learning to achieve precise and high performance mod-
els. If the noisy data is not removed, it might yield wrong 
decision [5]. Effective noise detection process decreases 
the risk of poor decision making using erroneous data [6]. 
Noise in data categorized into attribute noise and class 
noise or combination of both categories. Attribute noise 
is related to the errors or unusual values and class noise is 
wrong class label. Several experimental researches shows 
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that class noise has negative effects on the performance of 
machine learning classifiers [7]. Class noise is known as the 
major challenge in data mining research, which has nega-
tive effects on the performance of the model. Enhancing 
classification accuracy of induced models is known as the 
main issue of noise detection techniques [8]. It is also clear 
that classification accuracy extremely depends on the 
quality of the training set [1].

The review of the existing studies shows that many 
researchers have proposed methods to handle the noise 
in the data sets using machine learning algorithms 
[3, 8–10]. Sluban et al. [8] developed new class noise 
detection algorithms including the high agreement 
random forest filter on two UCI data sets. Xiong H et al. 
[11] explored four approaches to increase data analysis 
through noise removal using unsupervised techniques. 
Lowongtrakool and Hiransakolwong [5] developed unsu-
pervised clustering intelligence method to reduce the 
quantity of spam. The outcomes from noise filtering 
were beneficial for data processing which makes them 
more precise. Zeidat et al. [12] compared several popu-
lar data set editing techniques which are Wilson editing, 
Citation editing, and multi-edit. They also introduced 
supervised clustering editing. Smith et al. [13] identi-
fied the reasons cause instances to be misclassified. 
Moreover, Thongkam et al. [14] applied SVM on training 
set to detect and eliminate all samples which misclassi-
fied by the SVM. Jeatrakul et al. [15] also applied same 
approach using neural networks. The proposed clean-
ing method enhances the confidence of cleaning noisy 
training instances. Likewise, it is important to have good 
classifiers in classification filtering and existence of class 
noise produce poor classifiers [16]. Since SVM removes 
the instances that their prediction is not reliable, a local 
support vector machines (LSVM) noise reduction tech-
nique is proposed by Segata et al. [17]. According to 
Segata et al. [18], a new strategy is proposed to reduce 
the number of local SVMs for noise reduction process. A 
neural network based automatic noise reduction (ANR) 
was presented to clean noisy instances in data sets by 
Martinez et al. [19]. Sánchez et al. [20] applied K-nearest 
neighbor classifier (KNN) to predict data sets and then, 
the misclassified instances are removed. Sabzevari et al. 
[21] applied randomized ensembles such as bagging 
and random forest for detecting and handling class 

noisy instances in training set. The results showed that 
removing is better than relabeling when the noise lev-
els are low and medium and relabeling is more precise 
at high noise levels. Also, there are studies which fig-
ured out the most important factors that deteriorate the 
performance of the k-means algorithm. Fränti and Sier-
anoja [22] found that if the clusters overlap, the choice 
of initialization technique does not matter much, and 
repeated k-means is usually good enough for the appli-
cation. However, if the data has well-separated clusters, 
the result of k-means depends merely on the initializa-
tion algorithm. Since, the performance of evolutionary 
k-means often decreased by noisy data, a clustering sta-
bility-based EKM algorithm (CSEKM) which evolves parti-
tions and the aggregated matrices simultaneously was 
proposed by He and Yu [23]. The experimental results 
show that the CSEKM is more robust to noise.

Based on these studies, two main issues are investi-
gated. First, there is a lack of attention to the misclassified 
instances which has a great impact on the clustering effi-
ciency. Second, removing class noise may affect the clas-
sification performance, which highlights to have a good 
and reasonable classification filtering for noise detection. 
This paper aims to extend our previous model, namely, the 
k-means support vector machine [24]. It also proposes a 
CLCF model using k-means clustering algorithm and five 
different classification filtering algorithms on four real data 
sets to recognize the class noisy instances. Furthermore, 
the proposed model increases the clustering efficiency 
and overall performance. The model is constructed in 
three phases. The first phase is noise detection, which is 
based on clustering technique to identify misclassified 
instances in each cluster. The second phase is noise filter-
ing, which applies five classification filtering algorithms to 
obtain the real noisy instances. Third phase is noise classifi-
cation that employs two different techniques, namely, the 
removing and relabeling for classifying noisy instances. 
Experiments were conducted to measure the performance 
of the model using evaluation criteria. Figure 1 presents 
the general view of proposed model.

In brief, the main contributions of the present study are 
as follows:

1.	 Investigating misclassified instances issues in k-means 
clustering algorithm.

Fig. 1   General view of the 
CLCF model
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2.	 Proposing a new CLCF model that comprises k-means 
clustering algorithm as well as classification filtering 
algorithms for class noise detection in binary datsets.

The paper is organized as follows. Section 2 presents 
the preliminaries knowledge. Section 3 describes the pro-
posed model. The data sets and performance measure-
ment are described in Sect. 4. The discussion on the results 
is described in Sect. 5. Finally, Sect. 6 concludes this paper 
with a brief summary and suggestions for future works.

2 � Preliminaries knowledge

In this section, the methods required for noise detection 
and noise filtering are introduced. The selection of classi-
fiers applied for the filtering is explained as well.

2.1 � K‑means clustering algorithm

In this research, one crisp clustering technique, namely, 
k-means is applied to recognize the misclassified instances, 
which are then assumed as noisy instances. Applying the 
k-means is very common because it is theoretically simple 
and memory efficient and is computationally fast [25]. The 
flowchart of k-means clustering algorithm is illustrated in 
Fig. 2.

2.2 � Classification filtering algorithms

In this study, five classifiers with different learning para-
digms among the most popular supervised learning tech-
niques to identify noisy instances [26, 27] were used as 
classification filtering algorithms.

2.2.1 � Support vector machine (SVM)

The basis of the support vector machine (SVM) [28] is the 
procedure of learning a linear hyperplane from a train-
ing set separating positive examples from negative ones. 
SVM can be considered as a binary classifier. In addition, in 
numerous existing works such as [4, 8, 18, 29–31], SVM has 
been used for detecting noise. SVM is a popular classifica-
tion filtering method broadly used to detect class noise [2].

2.2.2 � Naïve Bayes (NB)

One of the statistical classifier is Bayesian classifier which 
is known as simple probabilistic classifiers. By using this 
technique, the probability of an instance which belongs 
to a particular class is predicted [32]. Many existing works 
have applied NB for noise detection such as [4, 7, 8, 26].

2.2.3 � Random forest (RF500)

The random forest (RF) learner with 500 decision trees was 
considered in this study because of its strong performance 
compared to well-known classifier [33]. To construct ran-
domized decision tree, the RF classifier uses bagging 
and the ‘random subspace method’ [34]. The outputs of 
ensembles of these randomized, unpruned decision trees 
are combined to produce the final prediction. Many exist-
ing works have applied RF for noise detection such as [4, 
8, 26, 31].

2.2.4 � K‑nearest neighbor (KNN)

The k-nearest neighbor classifier reduces hyper spheres 
in the space of instances by allocating the majority class 
of the k-nearest instances based on a defined metric [35]. 
It is an effective, simple classification algorithm [36] and 

Fig. 2   The flowchart of k-means algorithm
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it has been widely used in the domain of noise detection 
[3, 4, 18, 31, 37–41].

2.2.5 � Neural network (NN)

Multilayer perceptron (MLP) is a technique which feed 
forward neural networks trained with the standard back 
propagation procedure. They need to train favorable 
results since they are supervised networks. The MLPs is 
used in majority of neural network applications [42]. Neu-
ral network has been widely used in the domain of noise 
detection [3, 5, 19, 26, 38, 43]. It is well-known classifica-
tion filtering methods for class noise detection [2].

3 � Proposed ClCF model for class noise 
detection and classification

The proposed CLCF model is described for the detection of 
noisy instances. This model consists of three main phases: 
noise detection, noise filtering, and noise classification. 
Figure 3 illustrates the overall architecture of the proposed 
model. The clustering technique and classification filtering 
are integrated to detect and filter noisy data. The model 
phases are explained in detail next.

3.1 � Phase 1: noise detection (clustering‑based)

In this phase, the k-means (KM) clustering technique [44] 
is applied on four real data sets to recognize the misclas-
sified instances. K-means clustering technique distributes 
input vectors into separated clusters by means of similar-
ity and distance measurement [45]. All input vectors are 
assembled into distinct centers by means of minimizing 
objective function based on Eq. 1.

where k is the number of cluster ( Si) and i = 1, 2… k , and 
μi displays the centers of the clusters. First, the intensity 
distribution is computed, and then initial centroids are 
created using K random intensities. The following equa-
tion shows the iterative algorithm for clustering based on 
their intensities.

The misclassified instances referred to the lowest num-
ber of a certain class label in each cluster, which is then 
counted as class noise.

Let the noisy data "X" consists of n datum (
x1, y1

)
,… ,

(
xn, yn

)
 , x ∈ Rn and y ∈ {1,−1} . Y = {ya = xi | 

(1)V =

k∑

i=1

∑

xj∈Si

(
xj − μi

)2

(2)c(i) = minjx
(i) − μ2

j

L
(
xi
)
 = 1} where a = 1,… ,A ( A is the number of samples 

that their labels are +1 ), p = {pt = xi | L
(
xi
)
= −1} where 

t = 1,… ,U ( U is the number of samples that their labels 
are −1 ) and n = U + A . L

(
xi
)
 represents the class label for 

each sample L
(
xi
)
= {label(xi) | Label

(
xi
)
= 1or − 1}.

Definition 1  Suppose “ M ” is a cluster includes instances 
with class label “ +1 ” M =

{
L
(
xa
)
|a = 1,… ,A

}
 and 

“ H ” is a cluster includes instances with class label “ −1
”H =

{
L
(
xt
)
|t = 1,… ,U

}
 . Assume “ M ” is a cluster which is 

partitioned into two classes M1 and M2 = M −M1 , where 
|M| = b , ||M1

|| = b1 and ||M2|=|M −M1
|| = b2 . Then, the fol-

lowing statements are used to detect noisy instances: 

(3)
(b1 < b2) ⇒

(
∀ xi ∈ M1, xi is noise

)
∧
(
∀ xi ∈ M2, xi is noisefree

)

Fig. 3   Overall architecture of the CLCF model
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3.2 � Phase 2: noise filtering (classification filtering)

In this phase, five classification filtering algorithms are 
applied to detect noisy instances. These classifiers are sup-
port vector machine (SVM), random forests 500 (RF500), 
Naïve Bayes (NB), neural network (NN) and K-nearest 
neighbor (KNN, k = 10) respectively. Based on the first 
phase, the noisy and noise free sets are detected. Then, the 
noise set is considered as the testing set ( T  ) and the noise 
free set is considered as the training set ( Tr ). The training 
data sets are separately classified using each classifier to 
create a model. The testing data sets are then predicted 
based on the created models. If the predicted label for 
each testing instance is not equal with its original label, 
the instance is known as “real noise” otherwise “noise free”. 
The classification filtering problem is presented as follows:

Definition 2  Suppose � is a classifier algorithm and 
B = �(T , Tr) =

{
bi
}n

i=1
 and bi is the predicted label of 

instance 
(
xi
)
 from the test set (T ) and |T | = n . The Eq. (5) 

demonstrates how the real noisy instances are identified. 
The procedure of classification filtering is presented in 
Fig. 4 to simplify the Definition 2. It shows how classifica-
tion filtering can detect noisy instances in data sets. 

3.3 � Phase 3: noise classification

Two approaches are used to deal with noisy samples, 
which are “removing” and “relabeling” techniques. The 
removing approach omits all detected noisy samples after 
noise filtering procedure and produces a new decreased 
data set. The relabeling approach assigns a new label to all 

(4)
(b2 < b1) ⇒

(
∀ xi ∈ M2, xi is noise

)
∧
(
∀ xi ∈ M1, xi is noisefree

)

(5)bi =

{
L
(
xi
)

xi is noise free

−L
(
xi
)
xi is noise

detected noisy objects after noise filtering procedure by 
switching their label and keeps the original size of the data 
set. The proposed CLCF algorithm is illustrated in Fig. 5.

4 � Experimental setup

The experimental data sets and the performance evalu-
ation criteria used in this study are discussed here. The 
accuracy of the CLCF algorithms in terms of removing and 
relabeling techniques on the Pima, Heart (statlog), Wiscon-
sin and Ionosphere data sets [6] are presented as well. The 
experiment was applied based on 10 runs for each data set 
to achieve average evaluation criteria. The average perfor-
mance was calculated in terms of accuracy using SVM-RBF 
kernel algorithm and tenfold cross validation.

4.1 � Data sets

To test and evaluate the CLCF model, four real experimen-
tal data sets were used. Three medical data set namely 
Pima, Wisconsin and Heart (statlog) along with one non-
medical data set namely ionosphere are used from UCI 

Fig. 4   The procedure of clas-
sification filtering
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=
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Algorithm 2: CLCF Algorithm
Initialize: f=true,  is data set,  is number of clusters,  is cluster, is noise  

set,  is noise free,  is training set,  is test set,  is real noise set,   

is real noise free set

Output: Acc_remove, Acc_relabel

1: while f=true do
2:            Ck=clustering (D,K)

3: for i=1 to k do 
4:          if num(Ci1 < Ci2 ) then
5:                  N  Ci1    and  NF  Ci2← ←

6:         else 
7:                  NF Ci1   and   N Ci2← ←

8:       End if
9:End for
10: Tr  NF←

11: T  N←

12: (RN, RNF)=classification filtering (T,Tr)

13:  Acc_remove=SVM (RNF)

14:  Acc_relabel= SVM(RNF,RN)

15: End while 

Fig. 5   Proposed CLCF algorithm
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repository [46]. We used one non-medical data set in order 
to evaluate our proposed model in different areas. All the 
data sets are related to binary classification problem. 
Table 1 lists the data sets used in this research with the 
number of classes (#Class), number of features (#Feature), 
and number of examples (#Ex). 

4.2 � Performance measures

The accuracy formula is applied to calculate the perfor-
mance of the proposed technique in classification [24, 48] 
using the confusion matrix. In the following formula, True 
Negative refers to correctly rejected samples, True Positive 
(TP) refers to correctly identified samples, False Positive 
refers to incorrectly identified samples and False Negative 
(FN) means incorrectly rejected samples:

5 � Results and discussion

The accuracy of each data set on CLCF model using 
k-means with five classification filtering algorithms are 
analyzed separately and illustrated in Figs. 6, 7, 8 and 9. 
The best K = 3 is determined experimentally from K = [2, 
10]. The results of four data sets including the Pima, Wis-
consin, Heart and Ionosphere data sets are illustrated and 
explained as follow.

The accuracy achieved by five different algorithms, 
namely, the KM-SVM, KM-KNN, KM-NB, KM-RF500 and 
KM-NN with two different classification techniques, 
namely, the removing and relabeling on the Pima data 
set are illustrated in Fig. 6. Although the KM-KNN with 
90.843% accuracy was the best algorithm using the remov-
ing technique in all five CLCF algorithms, the Fig. 6 shows 
that the relabeling technique outperformed the remov-
ing technique in all the five CLCF algorithms. Finally, the 
best accuracy which is highlighted in Table 2 is achieved 
by KM-RF500 using relabeling technique with 94.817% on 
the Pima data set.

The accuracy achieved by five different algorithms, 
namely, the KM-SVM, KM-KNN, KM-NB, KM-RF500 and 

(6)Accuracy =
TP + TN

TP + TN + FP + FN

Table 1   Distribution of data sets [6]

Data set #Ex #Features #Class

Pima 768 8 2
Wisconsin 683 9 2
Heart (statlog) 270 13 2
Ionosphere 351 34 2
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Fig. 6   Comparing accuracy of the CLCF model using k-means with 
five classification filtering algorithms on the Pima data set
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Fig. 7   Comparing accuracy of the CLCF model using k-means with 
five classification filtering algorithms on the Wisconsin data set
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Fig. 8   Comparing accuracy of the CLCF model using k-means with 
five classification filtering algorithms on the Heart data set
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KM-NN with two different classification techniques, 
namely, the removing and relabeling on the Wisconsin 
data set are illustrated in Fig. 7. Although The KM-SVM with 
96.704% accuracy was higher using the removal technique 
in all five CLCF algorithms, but KM-SVM using relabeling 
outperformed the removing technique. Finally, the best 
accuracy which is highlighted in Table 3 is achieved by 
KM-SVM using relabeling technique with 96.877% on the 
Wisconsin data set.

The accuracy achieved by five different algorithms, 
namely, the KM-SVM, KM-KNN, KM-NB, KM-RF500 and 
KM-NN with two different classification techniques, 
namely, the removing and relabeling on the Heart data set 
are illustrated in Fig. 8. The KM-NN with 85.715% accuracy 
was higher using the removing technique in all five CLCF 
algorithms. Also, the KM-NN with 85.066% using relabe-
ling was higher in all five different algorithms. Finally, the 
best accuracy which is highlighted in Table 4 is achieved 
by KM-NN using removing technique with 85.715% on the 
heart data set.

The accuracy achieved by five different algorithms, 
namely, the KM-SVM, KM-KNN, KM-NB, KM-RF500 and 
KM-NN with two different classification techniques, 
namely, the removing and relabeling on the Ionosphere 
data set are illustrated in Fig. 9. Although, the removing 
technique outperformed the relabeling technique in four 
CLCF algorithms but the KM-SVM using relabeling with 
85.439% outperformed the removing technique. The best 
accuracy is highlighted in Table 5.

To guide the interpretation of Figs. 6, 7, 8 and 9, a com-
parison of the results from the CLCF model using k-means 
with five classification filtering algorithms are presented 
in Tables 2, 3, 4 and 5 for each data set (with the best 
results highlighted in bold and their standard deviations). 
It shows the best results in terms of accuracy for each data 
set. Based on the empirical results, the best CLCF algorithm 
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Fig. 9   Comparing accuracy of the CLCF model using k-means with 
five classification filtering algorithms on the Ionosphere data set

Table 2   Accuracy of the removing and relabeling techniques of the 
CLCF model using k-means with five classification filtering algo-
rithms on the Pima data set

Data set Methods Accuracy

Remove Relabel

Pima KM-SVM 88.987 ± 0.035 92.497 ± 0.034
KM-KNN 90.843 ± 0.038 94.606 ± 0.023
KM-NB 88.811 ± 0.038 92.550 ± 0.025
KM-RF500 90.371 ± 0.039 94.817 ± 0.027
KM-NN 90.770 ± 0.037 94.374 ± 0.025

Table 3   Accuracy of the removing and relabeling techniques of the 
CLCF model using k-means with five classification filtering algo-
rithms on the Wisconsin data set

Data set Methods Accuracy

Remove Relabel

Wisconsin KM-SVM 96.704 ± 0.024 96.877 ± 0.024
KM-KNN 96.262 ± 0.024 95.880 ± 0.031
KM-NB 96.634 ± 0.025 96.345 ± 0.023
KM-F500 96.316 ± 0.025 95.830 ± 0.027
KM-NN 96.497 ± 0.025 95.483 ± 0.027

Table 4   Accuracy of the removing and relabeling techniques of the 
CLCF model using k-means with five classification filtering algo-
rithms on the Heart data set

Data set Methods Accuracy

Remove Relabel

Heart KM-SVM 85.360 ± 0.069 84.723 ± 0.060
KM-KNN 84.543 ± 0.060 84.001 ± 0.054
KM-NB 83.243 ± 0.067 81.965 ± 0.062
KM-F500 85.389 ± 0.054 84.977 ± 0.046
KM-NN 85.715 ± 0.060 85.066 ± 0.062

Table 5   Accuracy of the removing and relabeling techniques of the 
CLCF model using k-means with five classification filtering algo-
rithms on the Ionosphere data set

Data set Methods Accuracy

Remove Relabel

Ionosphere KM-SVM 83.652 ± 0.055 85.439 ± 0.058
KM-KNN 82.320 ± 0.065 81.603 ± 0.063
KM-NB 82.262 ± 0.055 81.265 ± 0.060
KM-F500 82.651 ± 0.073 81.220 ± 0.065
KM-NN 81.839 ± 0.067 80.869 ± 0.062
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is KM-RF500 for the Pima data set using the relabeling 
technique. However, the removing technique achieved 
the better result in the Wisconsin data set, the KM-SVM 
using the relabeling outperformed comparing with other 
techniques. The best CLCF algorithm is KM-NN using the 
removing technique for the Heart data set. Although, the 
removing technique achieved the better result in the Iono-
sphere data set, the KM-SVM using the relabeling outper-
formed comparing with other techniques.   

We analyzed and compared the best CLCF algorithm 
of each data set (after noise reduction) with the results of 
each data set before noise reduction. All the four data set 
are evaluated before noise reduction using SVM-RBF ker-
nel algorithm and tenfold cross validation. Table 6 shows 
a comparison between accuracy of data sets before and 
after noise detection. The results from this table present 
that Pima and Heart data sets include more noisy instances 
in compare to Wisconsin and Ionosphere data sets. This 
table also shows our proposed CLCF model outperformed 
and increased the overall performance. This research has 
used three medical data sets, which were Pima, Wisconsin, 
Heart (statlog). The consistency between the results pro-
vides strong support for the validity of the proposed algo-
rithms to classify class noisy instances in medical areas. The 
results also in Ionosphere data set show its efficiency for 
decision-making systems in various domains.

5.1 � Comparison of the results

As Table 7 shows, a comparison between the proposed 
technique and existing techniques indicates that the pro-
posed technique leads to more accurate classification. The 
results show an improvement when compared with the 
existing approaches and the preceding comparative analy-
sis. A close analysis of Tables 2, 3, 4, 5, 6 and 7 suggests that 
the proposed model is able to accurately detect class noisy 
instances and enhance the overall performance.

5.2 � Significant test on the CLCF results

In this section, the statistical tests are used to exam-
ine the significance of the differences in the means of 

performance before and after noise detection. A t test has 
been performed on accuracy results to observe whether 
differences between two methods are statistically signifi-
cant at level of ∝= 0.05 . The p value of paired t test that 
compares CLCF model with before noise detection for 
each data set is shown in Table 8. It shows all the differ-
ences are statistically significant.

6 � Conclusions

This paper investigates misclassified instances issues and 
proposes the CLCF model for class noise detection and 
classification using k-means algorithm and five different 
classification algorithms. It has been confirmed that clus-
tering technique and classification filtering can lead to 
more reliable and accurate results for class noise detec-
tion and classification. The proposed model was applied 
on four binary data sets with low dimension and the per-
formance was evaluated in terms of accuracy. It has been 
assumed that the data sets do not have missing values 
and the proposed model is not robust against outliers. It 
was shown that the proposed CLCF model was success-
ful in identifying class noisy samples in comparison with 
the results obtained before noise detection. In addition, 
in order to improve data quality, two different techniques 

Table 6   Comparative analysis of the best result of the CLCF model 
and the results obtained before noise reduction on four data sets

Data set Accuracy

Before noise reduction After noise reduction

Pima 71.496 ± 0.062 94.817 ± 0.027
Wisconsin 95.014 ± 0.025 96.877 ± 0.024
Heart 75.185 ± 0.095 85.715 ± 0.060
Ionosphere 82.337 ± 0.058 85.439 ± 0.058

Table 7   Accuracy comparisons with existing techniques

Ref = Reference, Acc = accuracy, Tech = technique

Data set Previous study The proposed model

Ref. Acc. Acc. Tech.

Pima [5] 79.77 94.81 KM-SVM
[12] 75.1
[13] 78.07
[13] 96.62
[13] 96.57

Heart (Statlog) [47] 84.07 85.71 KM-NN
[13] 84.81
[12] 81.7

Ionosphere [12] 84.6 85.43 KM-NN
[43] 82.8

Table 8   p value of paired t test that compares CLCF model with 
before noise detection model

Data sets p value Significant?

Pima 1.18E−13 Y
Wisconsin 2.08E−18 Y
Heart 5.17E−10 Y
Ionosphere 0.032237957 Y
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for noise classification, namely, the removing and relabe-
ling are applied. The main limitation of this model is the 
crisp nature of k-means algorithms for allocating cluster 
membership to data instances. Any data item, especially 
highly structured data, belongs to one of the existing clus-
ters based on the minimum distance while this scenario 
does not work generally for real world data. There are three 
trends for future works. First, it would be useful to apply 
other clustering techniques to overcome the limitation of 
the k-means. Second, a new method for noise recognition 
can be developed. Finally, because the proposed method 
works with two-class data sets, another direction of this 
research is proposing a method for classifying multiclass 
data sets.
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