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ABSTRACT High-resolution palmprint recognition is a challenging problem due to deficiencies in images,
such as poor quality, skin distortion, and unallocated images. Considering the importance of high-resolution
palmprints in forensic applications, this study proposes a novel multimodal palmprint scheme that combines
the left and right palmprints using feature-level fusion by exploiting the similarity between the left and
right palmprints using high-resolution images. The proposed system accepts as input palmprints that were
captured at 500 ppi, which is the standard in forensic applications. The system is implemented by employing
a statistical gray-level co-occurrence matrix (GLCM) as the texture feature extraction algorithm. Then,
the features are ranked based on their probability distribution functions (PDFs) to select the most significant
features. Finally, an enhanced probabilistic neural network (PNN) is used to estimate the recognition system.
The benchmark THUPALMLAB database is used to conduct experiments, the results of which demonstrate
that the proposed method can yield satisfactory results.

INDEX TERMS GLCM, high-resolution palmprint, multimodal, PNN, ranking features.

I. INTRODUCTION
A palmprint is a well-accepted biometric that is simple to
capture and difficult to forge. The friction ridges and creases
in palmprints are unique for each individual and remain fixed
throughout life [1]. Palmprint biometrics have been widely
used for both civil and forensic applications [2]–[5]. A palm-
print recognition system can be either unimodal or multi-
modal. A unimodal system is based on a single trait. This
model is widely used due to its simplicity; however, it suffers
from several limitations, such as noise in the sensor when the
data are collected, intraclass variations, non-universality, and
spoof attacks [6]. To overcome the limitations of the unimodal
system and to increase the security, a multimodal system
was suggested. Multimodal systems use two or more traits
to obtain the desired results [7]. Several researchers proposed
palmprint multimodal systems that combine traits [8]–[13].
However, these studies were limited to low-resolution palm-
prints. Although these studies yielded satisfactory results,
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they suffered from various problems, such as a lack of
databases that contain two distinct traits that belong to the
same person, long execution times, and differences in terms
of the feature types and dimensions [14].

To overcome these problems, a multimodal system that is
based on the left and right palmprints was proposed, as the
prints on a person’s left and right palms are similar [15], [16].
References [15] and [16] described the following advantage
of combining the left and right palmprints: the palmprint
images of the right and left hands of each user are similar.
These similarities were employed to improve the perfor-
mance and increase the accuracy rate of palmprint identifi-
cation. However, research on this model remains limited, and
several aspects require improvement.

In addition, based on the resolution, palmprint images
can be classified as either low-resolution or high-resolution
images [17]. The low-resolution recognition methods can be
categorized into three types: principle line, subspace learn-
ing, and texture-based methods. Among these three types
of methods, the texture-based method has high recognition
accuracy [5].
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In contrast, most high-resolution palmprint recognition
methods were adopted from the fingerprint recognition sys-
tem [18], [19]. The main feature in high-resolution palmprint
images is based on texture, as these images contain ridges and
minutiae points and share a similar texture pattern with fin-
gerprint images [20]. According to [17], there are three major
feature extraction methods for high-resolution palmprints:
local ridge direction (LRD), minutia points, and principle
line methods. However, the palmprint images are typically of
poor quality since crime scene prints are not left intentionally;
thus, an ambient environment can render the prints distorted.
Furthermore, most of the feature details cannot be obtained;
thus, feature extraction is difficult. In this study, we combine
the advantages of the palmprint multimodal system and the
importance of high-resolution images to develop a high-
resolution palmprint multimodal scheme by employing the
following:

• a high level of multimodal security;
• the similarity between the right and left palmprints; and
• the extraction of multiple texture features.

Toward this objective, we propose a scheme that includes
several steps. Initially, multiple statistical features are
extracted based on the GLCMalgorithm from high-resolution
palmprints from both left and right hands. Then, the features
are fused using the feature-level fusion approach. Next, a new
filter ranking method that is based on the statistical probabil-
ity distribution function (PDF) is used to select high-ranking
features. Finally, these features are evaluated via PNN in the
recognition phase. The PDF has been successfully applied to
classification problems such as Alzheimer’s disease detection
and face recognition [21], [22]. Moreover, the robustness and
efficacy of implementing PNNs have resulted in a variety
of applications in classification problems in several research
areas, such as computer science, electrical engineering, civil
engineering, and biomedical engineering [23], [24].

The remainder of the paper is organized as follows:
Section II reviews the literature. Section III describes the
proposed method, and Section IV presents the experi-
mental results. Finally, the conclusions are presented in
Section V.

II. LITERATURE REVIEW
This section compiles the most prominent studies that
are based on high-resolution palmprint images. The first
known use of palmprint biometrics in a criminal case
occurred in a British court in 1930, while the first palm-
print identification system was available in the 1990s [25].
Many researchers have considered degraded partial palm-
print images in their studies. The partial palmprint rotation-
invariant and degraded recognition (PP-RIDER) technique
was introduced by Singh et al. [26]. This technique corrected
the arbitrary rotation of a partial palmprint for comparison
with a full palmprint image in the database. The PP-RIDER
technique is based on the Fourier transform (FT) of the input
image and combines the FT to amend the random rotation

technique for the partial image against the full image and
employs the modified phase-only correlation (MPOC) for the
matching phase. In addition, Singh et al. [27] improved the
PP-RIDER technique by using a different interior lobe size.
Through the addition of the degradation case, Gaussian noise,
and motion blur to the partial palmprint, they conducted three
experiments with interior lobe sizes of 61×61 and 101×101
by using the THUPALMLAB modified database.

Carreira et al. [1] extended this approach using high-
resolution palmprints that matched the partial or degraded
palmprints. They presented a new technique for motion blur
detection and compensation that is based on the work of
Brusius et al. [28] and uses an adaptive filter to handle
Gaussian noise and a median filter to deal with salt-and-
pepper noise. This study also proposed the segmentation
of the palmprint area and used the scale-invariant feature
transform (SIFT) algorithm for feature extraction to detect
key points. Thematching relied on the SIFT keypoint descrip-
tor comparison. This approach is called partial palmprint–
keypoint matching degraded recognition (PP-KMDR).

Then, Carreira et al. [29] combined the methods that were
proposed in two earlier studies [1], [26] by selecting between
two palmprint matching approaches, and they obtained a
better result than the results of the two individual methods.
The PP-KMDR and PP-RIDER techniques were used after
preprocessing the image. The decision was based on the
results of these algorithms.

Wang et al. introduced approaches that are based on
high-resolution palmprints. In 2012, they [30] introduced a
latent-to-full palmprint biometric system that is based on
triangulation and logistic regression learning for score com-
putation. This study was evaluated on a forensic database that
included 22 latent palmprints from real cases and 8680 full
palmprints from criminal investigations.

In 2013, Wang et al. [31] further developed an auto-
matic region segmentation method, which could segment an
image into three regions, namely, interdigital, thenar, and
hypothenar regions, by applying a Canny edge detector to a
full palmprint image, detecting the first data point by the con-
vex hull, and estimating based on the position and direction
of the first data point. Finally, the regions were segmented
based on these points. The accuracy of this approach was
compared with that of the manual segmentation method on
the THUPALMLAB database.

In the same year, Wang et al. [32] used these three regions
to propose a matching strategy based on regional fusion,
which includes two stages: first, to calculate the region-
to-region palmprint comparison score, a commercial SDK
(Software Development Kit), namely, Mega Matcher 4.0,
is used for feature extraction and matching. Second, regional
fusion at the score level is implemented by applying the
FoCal Toolkit to the region-to-region matching score that was
obtained in the first stage. Then, they compare the result with
the full palmprint score by using Mega Matcher 4.0. This
system was evaluated on the last 50 subjects (50 × 2 × 8)
from the THUPALMLAB database.
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TABLE 1. Previous studies on high-resolution palmprints.

Then, in 2014, Wang et al. [33] extended their pre-
vious work by applying the spectral minutiae representa-
tion (SMC), which was used in minutiae-based fingerprint
recognition, to region-to-region palmprint comparison (Inter-
digital, Thenar, and Hypothenar). Two experiments were
conducted: first, a region-to-region comparison was made;
then, the three regions were fused, and the results were
obtained at the score level by using two fusion methods,

namely, the sum rule and logistic regression. These regions
were obtained manually and automatically by using the last
50 subjects (50× 2× 8) in the THUPALMLAB database.
According to the literature review, no study has been

conducted on multimodal palmprints from high-resolution
images.

Table 1 summarize the previous studies on high-resolution
unimodal palmprints.
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III. PROPOSED METHOD
In this section, the proposed multimodal palmprint scheme
will be introduced in more detail. The proposed scheme
consists of five steps, which include preprocessing, texture
extraction, feature-level fusion, and recognition. In addition,
the feature selection step will be a crucial step during feature
fusion. Figure 1 depicts a general overview of the proposed
scheme.

FIGURE 1. General overview of the proposed scheme.

A. PREPROCESSING
Preprocessing techniques are typically used to increase the
quality of the image domain. Preprocessing includes noise
removal and region of interest (ROI) extraction. The problems
that are encountered with high-resolution images are caused
mainly by variation in the location and distortion of the skin
images. Therefore, it is difficult to extract ROIs. However,
we adopted the ROI method that was reported in [37], which
includes two phases, namely, the binarization phase and the
ROI extraction phase. The binarization phase is comprised
of three steps: first, noise removal using a median filter;
second, 2D palmprint image histogram calculation; and third,
binarization of the palmprint image by calculating the 2D
histogram entropy and selecting the maximum entropy as a

threshold value. The binary palmprint image that is obtained
from the previous step is passed as input to the ROI extraction
phase, which is conducted in two steps, namely, application
of the dilation and ROI construction. The following steps
summarize the complete approach: noise removal by using
a median filter; binarization of the palmprint image by using
the maximum entropy as an adaptive threshold; dilation of
the binary image; ROI extraction from the dilated image; and
conversion to gray level.

The findings of this work strongly demonstrate that the
proposed method can extract the palm’s ROIs consistently.
These ROIs are used in the recognition system instead of the
whole palmprint and, hence, facilitate the improvement of
the performance of the traditional palmprint system. Figure 2
shows a palmprint and the ROI.

FIGURE 2. a. Palmprint b. ROI.

B. TEXTURE EXTRACTION
Most high-resolution studies used SMC as theminutiae repre-
sentation, which is used in minutiae-based fingerprint recog-
nition for palmprint comparison. However, the performance
of SMC for full-to-full palmprint comparison is not satis-
factory compared with either its performance in fingerprint
matching or with the performances of the state-of-the-art
methods in high-resolution palmprint recognition. This is
partly because of the large size of palmprints compared with
fingerprints. A high-resolution palmprint differs from a fin-
gerprint as it has rich types of features in addition to minutiae,
such as principal lines (major creases), minor creases, and
texture. The use of texture features is a promising strategy,
as the texture is an accurate feature for both low-resolution
and high-resolution palmprints [17].

The texture can be defined as the basic element for per-
ception in human vision. It is a set of calculated measure-
ments in image processing. A statistical approach regards an
image texture as a quantitative measure of the organization
of intensities in an image. In addition to analyzing the spatial
distribution of the gray values, the local features at each
point in the image are calculated, which form a set of local
statistical distribution features [38].

In this study, we adopted the statistical GLCM algorithm
for texture extraction, which is a robust and effective tech-
nique for classification [39]. The GLCM algorithm trans-
forms the palmprint images into a new matrix (0-255) that
is based on the distribution of occurrences of intensity in
the image by estimating image properties that are related
to the second-order statistic [38], [39]. Although the ROIs
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will differ in terms of size, the GLCM algorithm will trans-
form the palmprint images into co-occurrence matrices of
dimension (0-255). Hence, ROIs of various sizes will result
in co-occurrence matrices of the same size. Mathematically,
a GLCM is a square matrix of size N × N; the gray-level
image is divided into N intensity levels, which determine
the size of the GLCM; each position(i, j) for an element of
the matrix represents the frequency of co-occurrence of two
pixels (reference pixel and neighbor) with intensities i and j,
which correspond to a specified distance and direction. The
frequency is denoted by P(i, j, d, θ), which is expressed as
follows:

p (i, j, d, θ) = {(x, y) ,
(
x + Dx , y+ Dy

)
|f (x, y)

= i, f
(
x + Dx , y+ Dy

)
= j} (1)

where x and y are the spatial positions on N × N, and Dx
and Dy are the offsets, which determine the direction of
the distance d between the reference pixel and its neighbor,
respectively, which render the matrix sensitive to rotation.
Based on θ , each pixel has eight neighbors (0◦, 45◦, 90◦,
135◦, 180◦, 225◦, 270◦, and 315◦). GLCM is symmetric,
namely, GLCM at θ = 0◦ is similar to GLCM at θ = 180◦

and so on, where GLCM i,j = GLCM j,i. Thus, the offset will
be affected by the rotation that corresponds to angles 0◦, 45◦,
90◦, and 135◦, and these angles correspond to four directions
(p horizontal, p right direction, p vertical, and p left direction).
By regarding the distance between the reference pixel and its
neighbor (d) as equal to 1, 14 texture features are extracted
from each co-occurrence matrix according to the directions
0◦, 45◦, 90◦, and 135◦. These feature vectors are called Har-
alick feature vectors [40]. In this study, we used 13 features
(we ignored the 14th feature due to its complicated calcula-
tion) from four directions (angular second moment, contrast,
correlation, sum of square or variance, inverse difference,
sum average, sum variance, sum entropy, entropy, difference
variance, difference entropy, first information measure, and
second information measure). These features are fused in the
subsequent step.

C. FEATURE FUSION
In this step, two or more trait features are fused into a single
feature vector. The feature level that offers better identifica-
tion than other levels utilizes a feature set through various
vector sequence features in the large vector form, which con-
tains more information on feature traits [14], [41]–[43]. The
concatenation rule is used to combine feature vectors [44].
F fused is calculated as F fused = fK× (m+ n). The first
feature set= f 1k×m, and the second feature set= f 2k×n,
where m and n are the feature dimensions and, k = 1.
The output of the feature extraction and feature fusion steps
is a feature matrix database, which is built as presented by
Algorithm 1 and illustrated in Figure 3.

To reduce the dimension of the feature vectors and to select
the most effective feature, the features are fed into the feature
selection calculation.

Algorithm 1 Extraction and Fusion of Features
Input NC = number of palmprints, NS = number of sam-
ples per palmprint
Step 1: Apply GLCM
For k = 1, k ≤ NC, k++
For f = 1, f ≤ NS, f++
• Input (left ROI palmprint (k, f), right ROI palmprint
(k, f);

• Set d = 1, θ = (0◦, 45◦, 90◦, and 135◦)
• Apply GLCM[] (d, θ );

Step 2: Apply Haralick feature functions;
Step 3: Apply standardization function;
Step 4: Apply concatenation rule;
• Save to database;
• Repeat;
• Output: matrix [i, j]; where i = number of features, j
= NS × NC

Step 4: Go to selection step

FIGURE 3. Feature extraction and fusion model.

D. FEATURE SELECTION
Feature selection is an additional step that is used to reduce
the dimension of the feature vector. This study employed
the ranking feature method for feature selection. The rank-
ing feature is a simple filter selection method and has been
reported to be successful in many applications. The ranking
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method comprises two steps: feature ranking and selection of
the feature that has the highest ranking [45].

Based on the concepts that are described above, we present
a new filter ranking feature algorithm that has the benefits of
filter approaches and realizes high performance. We propose
a new ranking feature that is based on a statistical descrip-
tion by using the PDF. Statistics offers powerful specialized
procedures for testing the significance of differences between
means [46]. The primary reason for the application of feature
ranking in this study is to rank the features that influence the
recognition process. In the current study, we improved the
feature ranking process by employing the PDF as described
by Algorithm 2.

Algorithm 2 Feature Selection
Step 1: Input feature matrix [i, j]:
• For i = 1, i < length of matrix, i++
• For j = 1, j < number of features, j++
• Read X, X = {x1.1, x2.1, . . . . . . . . . xi, 1, x i, j}(x i, j =

feature value per cell)
Step 2: Determine the PDF:
• For each j, compute the standard deviation PDF as:

s =

√∑
[x2 ∗ P(x)]− µ2 (2)

where:
s : the standard deviation, which is a value that expresses
the extent by which the elements of a series vary from the
mean;
P(x) : the probability, P(x) = nx

nX ;
µ : the mean, µ =

∑
[x.P (x)].

Each feature column j returns one value of the standard
deviation PDF;
Step 3: Rank the standard deviation PDF values in
descending order (from high to low);
Step 4: Rank the feature matrix index based on its standard
deviation PDF ranking;
Step 5: Return the ranking feature matrix [i, j];
Step 6: Select the features that are highly ranked.
Step 7: Go to the recognition step.

E. RECOGNITION
PNN is an artificial neural network algorithm. It is extensively
used in classification problems and in pattern recognition.
PNN was developed by Donald Specht [48]. He proved that
backpropagation (BP) must run for 3 weeks to realize an
accuracy 82%, while PNN requires 0.7 sec to realize the same
accuracy; hence, PNN is 200,000 times faster than BP. Fur-
thermore, PNN training is straightforward and instantaneous,
and it can be used in real time because as soon as one pattern
that represents each category has been observed, the network
can begin to generalize to new patterns. Therefore, this study

adopts PNN as a recognition algorithm due to its simplicity
and accurate classification results in minimum time.

In the basic PNN, the probability density function (pdf) is
estimated using the complete training set for each class. The
learning algorithm that is used to train PNN will be super-
vised, and the output class will be learned first. In a super-
vised learning classification technique, a new input vector
Xnew should be classified into one of the classes that has the
largest posterior probability. When no a priori information is
known about the classes, Bayesian theory is used. In addition,
the PNN algorithm uses the Parzen window to estimate the
pdf of class Ci by averaging the multivariate normal Gaussian
kernels that are centered at each training sample. The PNN
architecture includes four layers: In the input layer, the testing
symbols are specified (query class). In the pattern layer,
training patterns are loaded. The summation layer calculates
the sum of the pdfs.

The output layer (decision layer) identifies the class label
based by comparing all the results from the summation layer
and selecting the result that correspond to the largest sum
value [47].

The PNN algorithm consists of three steps: kernel calcu-
lation, class conditional probability (pdf) and choosing the
maximum class conditionally.

Here, the PNN collaborates with the feature selection step;
hence, after ranking the features, we select various num-
bers of features and feed them into the PNN to classify the
palmprint. We denote the palmprint subject by a class; each
class Ci has a group that consists of eight subset classes,
Ci, j, and each subset per class has a feature vector (X).
Algorithm 3 and Figure 4 describe the recognition process.
In addition, the PNN is enhanced by using the epoch concept
and random shuffling. An epoch represents one iteration over
the entire dataset, and various numbers of epochs are used
until high accuracy is realized. At each epoch, the palmprint
sub classes are selected randomly for both the training and
testing sets based on random shuffling.

IV. EXPERIMENT AND RESULTS
This section presents the experimental results and perfor-
mance evaluation of the proposed method. For validation,
a confusion matrix has been used, and the equal error rate
(EER), accuracy rate, and receiver operating characteris-
tic (ROC) curve were used as metrics in the assessment
standard. The proposed scheme was tested by using high-
resolution palmprints from THUPALMLAB. We evaluated
the proposed scheme by dividing the database into a train-
ing set and a testing set according to ratios 50%:50% and
80%:20%. The database will be described in subsection A.
Subsection B summarizes the palmprint ROI extraction
method; the creation of the feature matrix will be explained
in subsection C. In subsection D, the ranking of the feature
matrix based on its PDF will be discussed. Finally, the pro-
posed scheme will be evaluated and the results will be com-
pared in more detail in subsection E. The visual studio C#
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Algorithm 3 Feature Recognition
Ts = {Ci}, Ci = [XCi,j], Ts: feature set
Ts = [XCi,j], [XCi,j] : the feature ranking matrix
Step 1: Select features:
Input data Xnew;
• Extract feature Xnew;
• Rank features of Xnew based on the feature ranking
matrix index;

• Select k features.
Step 2: PNN computation
• Input the selected features
• Calculate the Gaussian kernel (wij) of XCi,j [47], [48]

wij =
1

(2π)
d
2 σ d
× exp(−

(
Xnew−XCi,j

)T
.
(
Xnew−XCi,j

)
2σ 2

(3)

where 0 ≤ σ ≤ 1, and the variation of σdoes not affect the
estimate of the pdf
• Calculate the class conditional probability based on
the Parzen window method [49] of Ci:

P(Xnew|Ci) = Pi=
1
|C i, j|

∑|C i,j|

j=1
wij (4)

• Select the class with the highest pdf as the class of the
new input data [Xnew] based on Bayesian theory [48].

class (Xnew) = {P (Ci)}

(Microsoft Visual Studio 2013) is used to implement the
experiments.

A. THUPALMLAB DATABASE
THUPALMLAB is the only publicly available high-resolution
database [50]. It consists of 1,280 palmprints (left and right
palmprints per person with 8 samples per palmprint) from
80 subjects, which were acquired by using a palmprint
scanner of Hisign. The database images are of size 2040 ×
2040 pixels and 500-ppi resolution. We will use 800 images
from the first 50 palmprints (left and right) (50 × 2 × 8).
A sample of the palmprint images in the THUPALMLAB
database is shown in Figure 5.

B. PALMPRINT ROI EXTRACTION
Based on the method that was introduced in [37] and
described in the preprocessing section, the palmprint ROIs
have been extracted. Figure 6 summarizes the steps for
extracting the palmprint ROIs.

C. CREATING THE FEATURE MATRIX
To create the feature matrix [i, j], texture features are
extracted from the ROI palmprint by applying the proposed

FIGURE 4. Recognition model.

FIGURE 5. A sample of palmprint images in THUPALMLAB database.

Algorithm 1. These features have a wide range of values and
most features are overlapping; thus, a suitable standardiza-
tion rule should be considered [51]. Figure 7 illustrates the
original and standardized features.

After standardization of the features values and the appli-
cation of the concatenation rule, the feature matrix [i, j] is of
dimensions [(4× 13), (50× 2× 8)]. These features represent
input palmprint characteristics.

D. SELECTING FEATURES
To select features, we apply the proposed Algorithm 2 to
the feature matrix [i, j]. First, we determine the PDF for
these features. Second, we rank feature matrix [i, j] in
descending order based on the PDF values, where the fea-
tures with the largest PDF values have a high-ranking index.
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FIGURE 6. Palmprint ROI extraction steps a. Original palmprint b.
Binerzation palmprint c. Dilated palmprint d. Divided palmprint four
regions e. Binary ROI palmprint f. Gray ROI palmprint.

FIGURE 7. Features a. Original, and b. Standardization.

Finally, we select ranked features by specifying the number
of features.

To evaluate the significance of the effect of these ranked
features on the recognition performance, 10%, 25%, 50%,
75%, and 100% of the features have been selected for the
experiments.

E. RECOGNITION SCHEME EVALUATION
AND COMPARISON
After the completion of all the steps, the multimodal
scheme performance is evaluated by applying the proposed
Algorithm 3. First, Figure 8 shows the effects of increasing
the number of epochs on the recognition accuracy rate for
ratios 50%:50% and 80%:20%.

According to Figure 8, the performance increases as the
number of epochs increases. Hence, we consider 7 epochs in
the final implementation (according to our experiment, after
7 epochs, the rate is fixed).

FIGURE 8. Performance of the accuracy rate based multiple epochs.

FIGURE 9. Accuracy rate for ratios 50%:50%, and 80%:20% data division.

Afterword, the performance of the proposed scheme is
evaluated using various numbers of features, as shown in
Figures 9 and 10.

According to Figures 9 and 10, the ranking feature has
a more positive effect on recognition, and we can realize
high performance by using a subset of the features. For the
ratio of 50%:50%, the accuracy rate is 0.9601 for 10% of
the features, compared to 0.9835 for 100% of the features,
which is a difference of only approximately 0.02. In addition,
the difference among the accuracy rates for 25%, 50%, and
75% of the features is approximately 0.001. The EER for
10% of the features is 0.0399, while for 25%, 50%, 75%, and
100% of the features the values are 0.0172, 0.0167, 0.0160,
and 0.0165, respectively, which are very close.

In addition, for the ratio 80%:20%, the accuracy rate
is between 0.9600-0.9903 for 10% and 100% of the fea-
tures, respectively, which represents a difference of 0.03,
and an approximate difference of 0.008 is observed among
the remaining features (25%, 50%, and 75%). For EER,
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FIGURE 10. EER for ratios 50%:50%, and 80%:20% data division.

FIGURE 11. ROC curves for ratios 50%:50%, and 80%:20% data division.

we obtain 0.040-0.0097 for 10% and 100%, respectively,
of the features, and the difference among the rates for
the remaining features (25%, 50%, and 75%) is approxi-
mately 0.009.

The best results for the ratio 50%:50% are 0.9840 and
0.016 for the accuracy rate and EER, respectively, with 75%
of the features, and the best results for the ratio 80%:20% are
0.9913 and 0.008 for the accuracy and EER, respectively, with
75% of the features. The results are presented as ROC curves
for both 50%:50% and 80%:20% with 75% of the features
in Figure 11, which demonstrate high recognition accuracy.

The proposed scheme has been evaluated, and we
demonstrated that highly satisfactory recognition results are
obtained in a short time of approximately 0.218 sec. In addi-
tion, the results clearly demonstrate that the feature selection
method performs more effectively and improves the recogni-
tion step.

The results of this study for high-resolution palmprints are
compared with those that have been reported in the literature.
However, this comparison has several limitations, as no study

TABLE 2. Comparison of previous studies with the proposed scheme.

FIGURE 12. EER of previous studies with the proposed scheme.

is similar to ours. In these studies, different criteria and
databases were used, thereby rendering direct comparisons
difficult.

However, our new recognition process was evaluated by
comparing our results with those of the previous studies that
are most similar to ours, which utilized the THUPALMLAB
database. These studies were introduced in Section 2. Table 2
and Figure 12 summarize this comparison.

The performance evaluation results of our proposed
method demonstrate that the use of left and right palmprints
compared to a single palmprint is more effective in person
recognition using high-resolution palmprints.

V. CONCLUSION
This study proposed a multimodal scheme in which left
and right palmprints are combined, which realizes satisfac-
tory performance for high-resolution images. The proposed
scheme, which is based on texture features for effective tex-
ture discrimination, ranks features by using a novel method
in which a PDF is employed and the PNN is used as a faster
classifier. Therefore, this scheme is considered state of the art
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in biometric systems. The current study demonstrates that the
multimodal palmprint is an improvement over the traditional
palmprint in forensic applications. Since humans have similar
palmprint traits between their left and right hands, a lack of
features from one hand can be compensated by features from
the other. These similarities can facilitate the realization of a
higher result rate than those of conventional methods.
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