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Abstract. Augmented Reality (AR) is the technology that augments the real world by using 

virtual information of 3D objects overlaid on a view of the real environment. This will create an 

immersive and intuitive experience. As handheld devices are widely used and now has climb 

with increasing demand of specifications, its interaction based on touch is a natural and appealing 

input style for the application of AR. Furthermore, most heuristic studies of interaction in AR 

usually focus on interactions with AR Target close to the user, generally within arm’s reach. As 

the user’s move farther away, the effectiveness and usability of the interaction modalities may 

be different. This study explores handheld AR interaction using real hand gesture at a distance in 

a room-scale setup. Our aim is to investigate the effectiveness of performing selection while 

being far away from the 3D object and performing selection task towards object that is being 

occluded. As object manipulation is one of the key features to explore for mobile handheld AR, 

we hope our study can give some contribution towards its practical use, especially for real-world 

assembly structure. Hence, our paper proposes finger ray interaction technique for real hand in 

handheld AR interface to work for selecting objects at distances ranging from 3 feet to 8 feet and 

when the object being occluded ranging from 20% to 80% occluded. 

1. Introduction 

In this advance technology era, Augmented Reality (AR) application in mobile devices has bloomed, 

making it widely spread and is used for a growing range of application. The increasing performance of 

computational, cameras, processors, displays, and various sensors in mobile devices, making it possible 

for researchers to discover the full capabilities of handheld AR.  The transformation of learning caused 

by AR provides exciting opportunities to build learning environments that are engaging, realistic and 

fun [1]. For researchers and developers, the rapid development of handhelds has opened up plenty of 

scope to explore new and previously unattainable ways to provide mobile AR experiences [2].  

Currently, people enjoy using AR because it helps to give them a better understanding of some of 

the information rather than just by looking at the plain view of the information. For example, the 

application from ARTutor [3], enables students to verbally ask questions and obtain responses based on 

the book's content. This implies that the framework is sufficient for distance learning and independent 

learning, thus encouraging students to learn and understand the subjects better.  

Meanwhile, Heb@AR [4], which is not yet covered by the literature, explores the use of handheld 
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AR as an additional method for technical education in academic midwifery education. Another example, 

the usage of VR and AR in the dentistry not only use the system for learning and teaching from their 

perspective but also training their skill and improve the hand-eye coordinate indirectly help the user to 

correct the posture and skill [11]. 

However, there are general problem in handheld device, such as limited screen size, and one hand 

interaction (in which the other hand need to hold the device). On smartphones and tablets, nearly all 

handheld mobile AR systems are introduced. This is complicated by the fact that the tracker (the part 

used to monitor the AR marker), which is a built-in camera, [24] often used on the same device 

(smartphone or tablet) as the rendering systems linked to the display screen. 

As part of a larger body of work by conducting on mobile AR authoring, Sambrooks et al. examine 

the impact these various device sizes have on user interaction with AR content [2]. Their experiment is 

to compare AR interaction for three different handheld devices which were chosen as prototypical 

representations of three categories: smartphone, mini tablet, and tablet. In particular, the screen size was 

noted as offering a clearer view of the on-screen crosshair and virtual objects. Meanwhile, in the finding 

of Hürst et al., some users complained that doing the motions with one hand and clicking on the touch 

screen when holding the computer with the other hand was uncomfortable and that it put an extra 

cognitive burden on them [24]. In handheld AR, pointing techniques are impaired by the instability of 

the augmented scene that the users interact with on screen [9]. 

AR head-mounted displays (AR-HMDs), such as the Microsoft HoloLens, support immersive 

applications which embed interactive virtual content throughout the visible environment. Nonetheless, 

in recent years, many commercially usable AR HMDs have like Microsoft HoloLens, has come to 

market including the Microsoft HoloLens, Daqri Smart Glasses, Meta 2, and Magic Leap [4-7]. For 

these applications to give smooth, seamless interactive experiences, creators must craft intuitive and 

efficient interactions with the virtual content at extended spatial scales, including virtual objects to be 

well beyond a user’s reach [7]. 

In the real world, AR apps also use virtual content to augment objects, so this decontextualization 

can generate cognitive challenges. Instead, to test accuracy and ease of use in communicating with 

distant objects in AR, we concentrate on selecting and manipulating material that remains at a fixed 

distance and building on previous findings in these spaces [10]. Through the use of head-mounted 

displays and monitoring devices, such as data goggles, and on desktop VR settings with a keyboard and 

mouse, three-dimensional interaction techniques have been extensively studied in interactive virtual 

environments. Several researchers have studied 3D interaction techniques that, particularly for desktop 

and large-scale interactions, approach the richness of reality. The benefit of controlling 3D objects using 

mobile devices in augmented reality scenarios is the ability to use physical gestures for interaction. This 

technique is a normal way of placing objects in the scene, as it mimics the actual behavior [14].  

The field of interaction and display is restricted due to the limited size of the display. During 

interaction, users often cover the target with their fingertips when using multi-touch input [16]. The size 

of the target on the limited screen that user can touch is really small. This constrain is becoming a crucial 

problem with the growing of complexity of AR scenes. Another case is that when the targets are 

obscured from each other in a 3D AR environment due to the variation of its spatial depth, the selection 

by touch becoming hard to be perform. Depth is also the main issue when we do interaction using 2D 

interface for 3d environment. Thus, an accurate of pixel-level selection in occlusive or compact areas with 

various sizes of the targets making it difficult to perform [17].  

For these purposes, although they are partially or entirely obscured by other virtual targets, the 

selection performed must include the possibility to disambiguate and able to select desired targets with 

preciseness. With current selection techniques, choosing a target can be hard or even difficult with 

targets of strong visual resemblance in compact virtual worlds. It should retain some spatial information 

which will enable disambiguation. It also includes the interactions of a single touch to ease the user 

interaction and eliminate faults conveyed by incorrect feedback of touch input in order to have a unique 

selection of a target. We use ray-casting selection technique for the handheld AR interface to resolve 

these interaction issues, although the target is in small sizes or being occluded, it can precisely select 
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targets. 

2. Related Works 

In 3D user interfaces (3DUIs), selection is one of the universal interaction tasks [12] and has been 

extensively studied by researchers and developers. While several guidelines have been created for 

developers of 3DUIs, the research has clearly shown that there is no best selection technique for all 

situations. Natural and intuitive interaction techniques such a spatial gesture input are required by user 

instead of simple pointing and clicking and manipulating 3d content from a 2d interface to have better 

experience with AR [18]. Manipulating 3D objects is a complicated task that requires multiple degree-

of - freedom (DoF) control for object selection, translation, rotation and scaling in AR environments. In 

addition, virtual objects are intangible, and only by whole-body observation or moderate by a mobile 

device can contact with them be accomplished [12]. 

Metehan et. al. [20] presented a novel concept for AR in cultural heritage sites: Distant Augmented 

Reality in which they explore a new possibility; proposing drones as a medium to communicate through 

AR. Based on the relevant task criteria (i.e., distance and size of the target) and the layout of the 

environment, such as occlusions of the target and the density of the scene, the efficiency and usability 

of a selection technique vary greatly, as seen in the literature. It often consists of two sub-tasks: 

determining the goal and the verifying step of the optional collection.  For virtual environments (VEs), 

as there are several selection methods that have been developed, we set apart the related works into 

selection with handheld mobile touch interface (device based) developed for VEs that can be modify to 

AR, and with mid-air gesture-based interaction technique selection. The fact that almost all handheld 

mobile AR systems are implemented on smartphones and tablets by means of the tracker (used to 

monitor the AR marker) is the built-in camera that has also been used as the rendering device associated 

with the display screen, all together on the same platform, complicated the implementation of 3D object 

manipulation of virtual objects in handheld mobile AR. 

Ray-Casting [13] is a frequently utilized technique of pointing-based where a virtual ray projecting 

from the input device or real hand when user points to target in the scene. For Ray-Casting, this is a 

bigger problem than for other methods because at the tip of the rays, small hand motions are amplified 

allowing Ray-Casting to be less accurate as targets get farther from the consumer. These issues make 

Ray- Casting difficult to use when the targets have a small visual size [14], as selecting such targets by 

pointing requires high levels of precision. In order to address these issues, a number of improvements 

have been proposed. Even though such techniques improve selection performance in general, they can 

have a negative effect in very cluttered environments. Cone-Casting [15], for example, extends ray 

casting by adding a cone-shaped volume to the ray to make it easier to select distant targets. 

Current 3D target selection approaches in AR for mobile generally use the basic specifically pointing 

metaphor activated on the mobile screen by a single contact case. [16]. However, these methods lack 

accuracy due to the finger size of users in a cluttered mobile world. Selection techniques of 2D that able 

to control the issue of finger being occluded on the screen have been confer to improve accuracy in 2D 

touch interface [19]. Dual-Finger Offset and Dual-Finger Midpoint. Both of these needed the precision 

selection of two hands and resulting of it’s to be not suitable to be applied in a scenario of mobile AR 

where there is just one hand accessible for input. Two selection techniques specifically outline were 

proposed in reference for handheld AR [19], using two fingers to pick the targets that is small and 

partially occluded in dense AR. The procedure is encouraging but cannot be extended to the extreme 

screen corners to select targets. As this reduces the already small space for interaction, this is not an 

ideal solution for a handheld device, for example smartphone. In addition, in [19], by differentiating the 

selection point from the physical touchpoint, the selection in dense mobile AR using a single touch was 

explained by the authors. Thus, the occlusion of the target by the finger can be evaded, but statically 

calculated for the offset. 

 

3. Implementation 

Realism [15] is a crucial factor in determining the right measurement of distance and perception of 

depth. There are significant variables that affect efficiency and ease of use when developing a selection 
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system for handheld AR. 

On these displays, manipulation directly suffers from minimal preciseness, issues of being occluded, 

and restrictions of the scene element’s size due to the physical constraints of the mobile device size and 

the constraints posed by human fingers. We discuss the criteria for accurate selection of one-handed, 

handheld AR setting in the compact environment for this section. Then we will use the ray casting 

technique to compare the interaction between the handheld mobile app and the actual hand gesture. This 

is to equate the techniques' efficiency and usability with the increasing in distance, rendering the target 

3D object smaller. Mid-air free-hand gesture interaction has been considered as a promising input 

method for MAR systems to solve the above problem while providing a richer interaction experience 

[23]. 

 

3.1. Requirement and User Setting 

Our aim is to achieve selection that is precise for handheld AR in dense environment with one-handed, 

even though the distance makes the 3D object smaller. We summarize the requirements as follows. A 

built-in camera of the handheld device is used as display technique. This camera is used for video 

streaming the target marker. A few configurations have to be made before it can be used. If the target 

marker is recognized as a registered marker, the AR 3D object will appear at the center of the marker 

on the display screen of the unit. In order to run the application on the handheld device without any 

problems or errors, the right API is required. We use Leap Motion, a depth sensor device to track the 

gesture input.  

The Leap Motion Controller is a device for optical hand tracking that captures with unprecedented 

precision the movements of your hands. During recognition, Leap Motion enables the process to read 

depth data for the application. Then orientations and positions were generated by the computer. The 

technique for tracking presented is focused on functionality. Figure 1 display a natural feature tracking 

(NFT) process, which also the feature-based tracking technique. The tracking technique includes the 

registration in the real world of the virtual object over the actual marker. 
 

 
 

Figure 1. Standard marker for NFT. 

 

Compared to immersive VEs, independent monitoring of the interaction device from the user is not 

obtainable with the head. Thus, a single device combines input and output devices. The gesture 

interaction is analyzed at this point to engage between the user with the virtual space of AR. A form of 

interaction using hand motion can be done to engage with the virtual object naturally. The user will use 

their finger to touch the virtual elements directly. By pointing their finger towards the 3D object that is 

visible on the marker, users may perform a gestural interaction. In the project, therefore, as a metaphor, 

the method of hand gesture recognition for feedback are necessary for the engagement of the user with 

the virtual object in AR space. 

 

3.2. Leap Motion Gesture Tracking 
As a tracking device, Leap Motion enable the process to read depth data from the application, thus the 
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user hand location can be detected in the actual world and mapped to the virtual world [22]. Below in 

Figure 2, it displays the gesture tracking standard flow of Leap Motion, which enables to read depth 

data during recognition of the application.  Then, positions and orientations were generated. It observed 

the location of the user's hand in the actual world and maps it to the virtual world. The modelling method 

is needed to show a virtual hand skeleton and to allow interaction signals, and the rigid body was applied 

to the virtual hands 3D model. After this phase has been completed, both the gesture input and the 

dynamic gestures will be produced.  

 

Figure 2. Gesture tracking standard flow [22]. 

 

Because of the wide space occupies on the display due to the user's fingertip, finger’s input of 

touching can be imprecise. Since only one hand is required for contact, it is not possible to apply 

complex multi-hand movements to increase the preciseness of selection. 

 Figure 3 below shows the system workflow of our current prototype in details. One of the problem 

that we face, is regarding the data calibration between build in camera of the handheld device and the 

Leap Motion itself. To avoid this issues and have better result of finger tracking, we attach the Leap 

Motion behind the mobile device and near the build-in camera of the handheld device. Leap Motion, a 

hand tracking device for Virtual Reality (VR), will provide us the information of hand tracking which 

the most important information is the depth. Leap Motion is used in our interaction system for marker-

less Augmented Reality to detect the hand.  

By using Leap Motion, 3D hand location, gesture and direction can be obtained and transferred to 

the Unity 3d game engine. We are using Photon Unity Networking (PUN) library to transmit the finger 

tracking data between devices. For better understanding we divide the process into 4 phase which are 1) 

Master Client will create a session to receive hand tracking information from the Leap Motion, 2) Using 

photon library, the data of hand tracking collected from Leap Motion will then be transmitted to the 

Handheld Client(mobile device) application 3) User now can view the finger movement from both 

Master Client and Handheld Client 4) User now can do the selection process by selecting the item that 

appear on top of the AR Target Maker.   
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Figure 3. System workflow in details. 

 

3.3. Proposed Selection Method 

As stated previously, we come to develop the below selection methods in enabling the selection to be 

perform precisely although in handheld AR with dense environment of one-handed. 

1) As in dense virtual scenes the targets might be invisible or partly occluded, it is crucial to have a 

technique that hold up the process of selecting these target. Moreover, targets can be extremely 

indistinguishable in figurative display. Therefore, multiple selected targets need to be described 

as proper spatial sense which encourages disambiguation of the target while considering the 

minimal display available. 

2) In viewing context of mobile use, process of interaction does not presume that supplemental of 

physical resources (for example, extra devices of 3D pointing) are present for the interaction 

3) In comparison to inexplicably (outside-in) approaches to 3D tabletop processes, the egocentric 

perspective should be based on handheld mobile AR interaction techniques.  

4) The interactive methods should provide the consumer with sufficient input, either visually or in 

another type. For instance, the user should experience constant visual / physical connections 

during the manipulation. [21]. 

 

A finger-ray has been proposed based on these design for selection, where a ray is generated based 

on the finger-pointing using user’s bare hand. The user achieves this method by moving a ray-cast point 

projected from the central position of the field of view; the finger detected will produce the ray where it 

was corresponding to the user’s finger movement. This enables the user to manipulate a 3D object 

appeared on the AR marker right away in a similar manner to manipulating a close object. However, 

this paper needs to execute a test system to the feasibility of our proposed method before implementing 

the method in the AR application to manipulate the 3D object. The interaction is a simple selection, just 
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to test the ray precisely hit the object based on the distance.  

The most popular target pointing technique in VR is ray-casting, and AR has been implemented the 

VR interaction which introduced to be accessible in augmented environments. The downside is that 

output is influenced by the precision of the pointing technique and the controller on small and distant 

targets. Current pointing facilitation techniques are currently only used in the sense of the virtual hand 

and pointing is done using their bare finger in AR by users. 

    
 

Figure 4. A finger-ray selection method. 

 

Pointing a ray same like a laser pointer behavior. The origin and orientation are defined by those of 

the input device with 6 degrees of freedom.  Figure 4 shows a user uses their finger to hit the cube by 

projecting the ray to perform a selection. Figure 4 (a) shows a 2D pointer on the screen relative to the 

x-axis and y-axis for handheld, however Figure 4 (b) shows the ray- casting into the 3D scene. 

 

4. Finger-ray Interaction  

In this section, we present the development of our project in progress. Figure 5 exhibited that Ray-

Casting is an effortless, method of one step selection and used in VEs (immersive) and 3D computer 

very actively. In the virtual scene, a virtual ray is cast into; when it crosses them, targets are chosen. 

Ray-Casting is quick and effective for targets in near-range, however with targets that is small and 

occlusions at a greater distance, it has issues. 

 

4.1 Selection by distance 

We use the following adaptation in using Ray-Casting for a handheld AR environment: with a single 

touch event, Ray-Casting is provoked on the display; coordinates of the 2D display are projected back 

into 3D space, and a virtual ray is cast from the location of the virtual camera in the direction of the 

back-projected 3D point in the handheld AR scene. 

 

 

Figure 5 Selection experiment using a finger-ray interaction. 

 

A timer is shown on the top left of the device’s screen, providing information on the time taken for 

the 3D object to be selected by the user. A ‘Start’ button is displayed on the screen for the user to touch, 

(a) User selecting 3D object using Ray-Casting 

technique         

(b) A button will be displayed after the object has 
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which will then start the timer. This will give us a suggestion of estimation on time taken for the user to 

select the object as the distance increases. The camera will then display the index finger skeleton that is 

being retrieved from the leap motion attach at the back of the handheld device. 

To select the desired virtual object, our ray casting technique project a ray-casting pointer from the 

tip of the index finger skeleton. When the pointer ray-casting hit the object, it will select the object, and 

the timer will be stopped. When the object has been selected, the user will receive sound feedback, and 

it will also trigger haptic feedback to notify the user that the object is being selected. This will provide a 

better AR experience for the user in digesting the information given. 

 

Figure 6. The distance setting for the experiment. 

 

As shown in Figure 6 above, we test the finger-ray interaction with three different distance, which is 

3 feet, 5 feet and 8 feet. As the distance decreases, the user’s speed is faster in selecting the object as 

compared to selecting the object at a further distance. As shown in Figure 7, the selection of 3D object 

with handheld mobile touch interface is more familiar for the user. However, due to the small surface 

area for the object (the object being smaller as the distance increases), the object selection becomes 

harder. User needs to touch the mobile screen a few time, before able to select the 3D object. 

 

 

 

 

 

 

 

 

 

 

(a)      (b) 

Figure 7. (a) common touch-based interaction (b) ray casting selection process. 

 

4.2 Selection by occlusion condition 

Occlusion reduce the surface of object that will be available to detect. As referred to Figure 7, the user 

touches the touch screen. Ray-Casting is quick and precise for targets in near-range, but it has issues 

with small targets and occlusions at a greater distance. Thus in our project we test the finger ray 

interaction towards the occluded object at 20%, 50% and 80% occlusion as shown in Table 1. For 

occlusion, user will be standing 3 feet from the marker. As shown in Figure 8 below, probability for 

user to touch more than once to select the object increases as the percentage of the object being occluded 

increases.   

 

    3ft                             5ft                            8ft 
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Figure 8.  Selecting the occluded object (20% occluded). 

 

Table 1. Occlusion data. 

% Occluded Distance from centre(h) 

20 0.8 

50 0.5 

80 0.2 

 

 4.3 Experimental Task 

As Yin et al. state in their paper [13], we also plan to invite participants who have experience with AR 

with three factors: 

 distance of the target (Distance 3feet, 5feet, 8feet) 

 selection technique of Ray Casting 

 occlusion level of the target (20%, 50%, and 80%) 

 

Participant will need to select as accurately as possible for the targets and do it as fast as they can. 

These variables will be evaluated for 12 participants of every technique. Therefore, in total, the design 

of the experiment will have resulted in 12 participants × 2 target × 3 condition × 2 techniques × 3 

repetitions for each group = 432 total trials. The result would be 36 trials per participant. We will then 

gather the distance and level of occlusion for each chosen target to be studied. We also will obtain time 

and error rate for each trial.  

 

Table 2. Post-Test Questionnaire. 

# Questions in Usability Questionnaires 

Q1 I was performing well using this technique. 

Q2 This interaction technique is easy to use. 

Q3 This interaction technique is easy to learn. 

Q4 This interaction technique is intuitive. 

Q5 This interaction technique is natural. 

Q6 This technique is useful for completing task. 

Q7 This technique has no mental stress. 

Q8 This technique has no physical stress. 

 

A post-questionnaire will be given to participants as the experiment of the technique completed (see 

Table 2). The 7-point Likert scale will be used to present all the questions, where 1 was the most negative 
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response and 7 was the most positive response. They will be asked to rank the techniques from 1 (most 

preferred) to 6 (least preferred) after the technical experiments were all completed. 

 

5. Summary 

We explore the occlusion and distance issue that may affect the far object in AR, and the interaction was 

focusing on AR. We compare the efficiency of applying our technique with handheld mobile touch 

interface. For selecting virtual objects, this is to analyze performance and preference. Both articulated 

freehand gestures and facilitated remote handheld interactions contributed to interactions that were more 

powerful than voice control. 

People greatly favored embodied interactions, however, and considered them to be faster and easier 

to use. These results provide initial insight into the nature of distal interaction systems in AR, where 

interactive environments provide experiences with digital material embedded in the physical world on 

an environmental scale. Iin the future, we would like to continue and extend the experiment by 

considering more complex interaction such as translation and rotation, and study the efficiency of the 

interaction. We hope from this study, a better understanding of the finger-ray interaction technique can 

be achieved and thus will contribute into the growth of research on the possibilities of effective AR 

applications for example AR based shopping application, urban planning or any other interesting 

possibilities. 
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