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Abstract. Feature selection determines the most significant features for a given task while 

rejecting the noisy, irrelevant and redundant features of the dataset that might mislead the 

classifier. Besides, the technique diminishes the dimensionality of the attribute of the dataset, 

thus reducing computation time and improving prediction performance. This paper aims to 

perform a feature selection for classification more accurately with an optimal features subset 

using Multivariate Adaptive Regression Splines (MARS) in Spline Model (SM) classifier. A 

comparative study of prediction performance was conducted with other classifiers including 

Decision Tree (DT), Neural Network (NN) and Support Vector Machine (SVM) with similar 

optimal feature subset produced by MARS. From the results, the MARS technique demonstrated 

the features reduction up to 87.76% and improved the classification accuracy. Based on the 

comparative analysis conducted, the Spline classifier shows better performance by achieving the 

highest accuracy (97.44%) compared to other classifiers.  
�

1. Introduction 

Fraud in telecommunication has been a major challenge to the growth of the industry all over the world 

that suffers major losses due to fraud activities every year. Various types of prediction models had been 

proposed in the literature to minimize such losses but still facing some limitations that prone to fail, low 

accuracy rates and high false alarms rates for classification. These are due to the reality that the datasets 

are getting larger with more attributes to represent the user’s behavioral patterns. Instead of depending 

on the good predictive models, the features selection to get an optimal features subset by reducing the 

number of features does play an important role to yield better discriminative capability of the models.  

In predictive models, the feature selection stage assists in eliminating the irrelevant features from 

the dataset that primary concern for better accuracy [1]. A larger number of features make more sparse 

to the dataset and more training data are necessary to accurately sample such a large dataset. Therefore, 

a good feature selection method is required to speed up the processing, reduces the time and improving 

�
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the predictive performance accuracy [2]. The MARS as a wrapper method has been chosen as feature 

selection because it always provides the best subset of features on many occasions and the model more 

prone to overfitting with the subset of features compared filter method.  

The remainder of this paper starts with the section describing some works that motivated the usage 

of MARS as the features selection technique in some applications and the MARS modeling itself. It 

follows by a description of conducted experiments to perform the comparative analysis among four 

different classifiers (DT, SVM, NN, SM) using an optimal features subset by MARS. Then, the 

subsequent section addresses the results and discussion before a general conclusion in the final section. 

2. Multivariate Adaptive Regression Splines (MARS) 

MARS algorithm [3] considered a non-parametric regression modeling procedure. It uses splines to fit 

piecewise continuous functions to model responses across the entire range of each variable that 

differently to normal linear regression techniques. This modern statistical learning model performs self-

determines in producing a subset of features that best predict a target field of interest, and greater than 

a conventional logistic regression. 

Basically, MARS is capable to identify a relatively small number of predictor variables, which are 

fairly complex transformations of initial variables. In [4], they investigated MARS together with logistic 

regression in modeling direct response behavior for direct marketing. They reduced the predictor 

variables to 15 or only used about 7.5% out of 200 original predictor variables that enhance the 

predictive capability compared to existing modeling methods. Another research in [5] applied MARS 

in classifying the Ischemic and Hemorrhagic modified risk factors also improved accuracy by 

overcoming the missing value. In [6], the study predicted the uplift displacement and evaluate the 

underground structure floatation in terms of structural characteristics, soil properties, and earthquake 

parameters. They found that the MARS was demonstrated better accuracy and reliability with the error 

within approximately ±20%. From the viewpoint of mining and civil engineering operations, [7] 

proposed MARS as a new alternative method to predict blast-induced ground vibration. Their statistical 

analyses exposed that the MARS demonstrated the best performance in their model compared to 

Artificial Neural Network (ANN) and conventional ground vibration predictors.  

2.1 MARS Modeling 

MARS utilizes the advantages of the simplest algorithm in supervised learning, which is linear 

regression such as it eases and speeds of computation, and also the intuitive nature of interpreting their 

coefficients. The MARS model uses the form of an expansion in multivariate spline basis functions: 

 Yi = f(Xi) = �0  + �1Xi + �i,                  for i=1,2,...n                              (1) 

where Yi and Xi represent the i-th response value and feature value, respectively, �0 and �1 are fixed of 

coefficients or parameters that represent the intercept and slope of the regression line, respectively, and 

�i represents noise or random error. 

 The Equation (1) can be extended to capture any non-linear relationship by explicitly including 

polynomial terms (e.g., ��

�) or step functions. Polynomial regression is a form of regression in which 

the relationship between X and Y is modeled as a d-th degree polynomial in X. The polynomial regression 

function is represented as: 

yi = �0 + �1C1 (xi ) + �2C2 (xi ) + �3C3 (xi ) � � � + �dCd (xi ) + �i                     (2) 

where y is modeled as a d-th degree polynomial in X, C1(x) represents X values ranging from c1 < X < 

c2, C2 (X) represents X values ranging from c2 < X < c3, � � �, Cd (X) represents X values ranging from cd�1 

< X < cd. MARS chooses basis functions for approximating the response through two-stage (forward 
and backward stepwise) processes to apply an adaptive regression procedure to produce an optimal 

MARS in finding the location and number of the needed spline basis functions. Firstly, a very substantial 

number of basis functions were constructed to overfit the dataset initially. Secondly, the overfitting 
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spline function for each knot will remove the least contribute knots to the overall fit of the model as 

determined by the Generalized Cross-Validation (GCV) model fit criterion [8] that eliminating the most 

insignificant variables. The Lack-of-Fit (LOF) criterion is used by MARS to evade an excessive number 

of spline basis functions: 

                                   (3) 

where  

C (M) = M + dc                                                            (4) 

 

 In Equation (3) and (4), n denotes as the number of sample observations, C(M) is the number of 

linearly independent basis functions, M is the number of knots selected in the forward process, while d 

and c are degrees of interactions and the number of basis functions that consists of spline functions, 

respectively. A smaller number of knots and smoother function estimates can be achieved by larger 

values of d. The best MARS approximation is the one with the highest GCV value [9]. 

3. Experiments 

3.1. Data Preprocessing 

Like all real-world data, the telecommunication Call Details Record (CDR) dataset contains errors and 

noise from various sources. The data preprocessing is the first important step that is carried out to remove 

any type of irregularities, inaccurate or missing values entries that could mislead the pattern of user 

behavior from the datasets by using the Alteryx Designer 2019.3 platform. The experiment was run with 

5-fold cross-validation with 70% and 30% for training and testing datasets, respectively. 

3.2. Features Derivation 

The deriving feature is about creating new input features representing the user’s behavior usage for the 

predictive model, and one of the most effective ways to improve predictive models performance [1, 2, 

10]. The original CDR that consists of 12 raw features. A total of 58 features were derived that compiled 

with 23 subset features from literature and 35 additional derived features. 

3.3. Features Selection 

The MARS has been configured with the basic parameters and executed on each datasets using all 58 

features with the Spline model as the classifier. Each dataset produced an optimal features subset in 

different ranked based on relative importance level. The best optimal features subset was chosen based 

on the highest overall accuracy, the minimal number of features obtained and low false alarms error. 

This selected optimal features subset then was applied to all classifiers to do the classification. 

3.4. Classification  

The predictive model as classifier used in this study was the Splines model as a modern statistical 

learning model. The performances of this model have been investigated and analyzed with another 

modern statistical learning model (DT) and two different traditional statistical models (SVM, NN). All 

related results were recorded for each classifier that executed on each dataset and the performance of 

overall accuracy was averaged each. All compared classifiers have been configured with a basic 

parameter, respectively. 
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4. Results and Discussion 

The results of all optimal features subset summarized in Table 1. Based on the table, dataset 4 reduced 

the lowest number of features with the highest reduction percentage of 84.48%, 

while the rest obtained 82.76% of reduction. Different instances with various features values been 

distributed randomly in each dataset might demonstrate this result. However, the best optimal feature 

subset was selected from dataset 1 that demonstrated the highest average overall accuracy of 97.81% 

with the FP and FN rates are 1.05% and 4.78%, respectively. This optimal feature subset has been used 

for all classifiers to identify which one shows better performance. 
 

Table 1. Features subset for each dataset 

 

In terms of classification, Table 2 illustrates the highest average correct classification rate is 

97.44% performed by the Spline model, followed by the NN model with slightly lower at 96.90%. These 

two models demonstrated high average accuracy compared to the rests of models because of their 

flexibility to adapt to more complex limit state functions that might not be represented well employing 

a low order polynomial. The rest of the models performed with an average of the overall accuracy of 

approximately less than 96%. Even the DT model required less effort for data preparation during pre-

processing, it is inadequate for applying regression and predicting continuous values that could lead a 

bad results with low accuracy. 

Table 2. Average performance of classification 

 

Since the class or target in datasets was not extremely imbalanced with an acceptable proportion 

of 70% and 30% for the normal and fraud samples [11], respectively, the Geometric Means (GM) 

accuracy can also be used to evaluate the performance of each model. As can be seen through Table 2, 

each model demonstrated the ranking level of average GM accuracy remained similar to the average 

global accuracy, respectively, with the highest is 96.62% performed by the Spline model. 

From the perspective of misclassification error, it can be observed from Table 2 that the lowest 

average percentage is 2.56% performed by Spline model with scores of 1.32% and 5.39% for FP and 

FN rates, respectively. It followed by the NN, SVM and DT models with the average percentage of error 

rates were approximately 3%, 4%, and 6%, respectively. In fraud detection, misclassification costs for 

both FP and FN rates are unequal, uncertain, can differ from dataset to dataset, and can change over 

time. Besides, the latter error is usually more costly than a first error [12]. In general, the NN and Spline 

models demonstrated the FN errors of less than 6% while the rest of the models performed a little bit 

higher with more than 9%. The DT model indicates a higher FN error rate at 12% might be due to its 

high probability of overfitting that gives low classification for a dataset. For the SVM model with 

approximately 10% of the FN error rate, it has generalization in practice to reduce the risk of overfitting, 

1 2 3 4 5
Optimal Features 10 10 10 9 10

Reduction (%) 0.8276 0.8276 0.8276 0.8448 0.8276

Accuracy (%) 0.9781 0.9729 0.9688 0.9698 0.9708

FP Rate (%) 0.0105 0.0195 0.0180 0.0165 0.0150

FN Rate (%) 0.0478 0.0444 0.0614 0.0614 0.0614

Dataset

Models Accuracy G Mean Error Rate FP Rate FN Rate

DT 0.9429 0.9238 0.0571 0.0291 0.1208

SVM 0.9569 0.9413 0.0431 0.0201 0.0956

NN 0.9690 0.9630 0.0310 0.0219 0.0519
Spline Model 0.9744 0.9662 0.0256 0.0132 0.0539
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but it is not suitable for large datasets even it works relatively well with a clear margin of separation 

between classes. 

5. Conclusion 
Feature selection is very significant since the datasets granted for a research investigation may comprise 

thousands of features with some features that might be irrelevant. In this paper, an optimal feature subset 

was presented using the MARS approach as the feature selection approaches that were applied to four 

various types of models or classifiers. MARS was executed on 5 different datasets in the conducted 

experiment and the best optimal features with high overall accuracy and low false alarm rate were chosen 

to be used in developing a classification model. The results demonstrated that MARS conserves 

classification accuracy i.e. unnecessary features can be eliminated efficiently from the datasets without 

decrease the classification performance. From this study, the feature selection methods using MARS 

show better reduction by using only approximately 17% or 10 selected features with high relative 

importance and the Spline classifier demonstrated high classification accuracy outperforms other 

classifiers. In conclusion, choosing the right features can produce simpler and more flexible models to 

yield better results of prediction by a classifier. The potential of the MARS approach as a feature 

selection method can be used in other applications of fraud detection that concern a better overall 

accuracy.  
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