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ABSTRACT 

Based on a research conducted by Malaysian Institute Road Safety Research 

(MIROS), it is found that human error contributes up to 80% of road accidents. The 

answer to this issue would be through the implementation of autonomous car equipped 

with Advanced Driver Assistance System (ADAS) replacing manual human control.  

ADAS utilizes the concept of sensor fusion which data from multiple sensors such as 

camera, radar and LIDAR are collected and processed to handle different traffic 

situations. This is due to the fact that each sensor has their own strength and weakness. 

The current SAE J3016 automation level 2 and level 3 vehicles defined by Society of 

Automotive Engineers (SAE) does not include thermal imaging and it is expected that 

thermal sensor will be widely adopted in the future.  Thermal sensor senses heat instead 

of light which would allow ADAS system to operate normally even when in low light 

environment, cluttered environment and inclement weather such as rain, fog and snow 

compared to visible cameras. With the rise of computer vision and deep learning, 

ADAS can be equipped with thermal sensor and Convolutional Neural Network to 

detect vehicles and pedestrian on the road. YOLOv3 is used in this research due to the 

lower computing power needed allowing easy deployment on compact low power 

embedded platform. In addition, a light weight YOLOv3 model called YOLOv3 Tiny 

is also used to achieve a faster inference speed. Thermal dataset provided by FLIR is 

used to train both models in PC and Nvidia Jetson TX2 is selected to be end target 

deployment platform. Performance evaluation is conducted with different network size 

and colour channels for benchmarking the detection speed and accuracy. The YOLOv3 

model in this work has a mAP of 52.09% and on the embedded platform single channel 

YOLOv3 Tiny is able to achieve performance up to 27 frames per second.   



vii 

ABSTRAK 

Berdasarkan kajian yang dilakukan oleh Institut Penyelidikan Keselamatan 

Jalan Raya Malaysia (MIROS), didapati bahawa kesalahan manusia menyumbang 

kepada 80% kemalangan jalan raya. Jawapan untuk masalah ini adalah melalui 

pelaksanaan kereta autonomi yang dilengkapi dengan Sistem Bantuan Pemandu 

Termaju (ADAS) menggantikan kawalan manual manusia. ADAS menggunakan 

konsep sensor lakur yang mana data dari pelbagai sensor seperti kamera, radar dan 

LIDAR dikumpulkan dan diproses untuk menangani situasi lalu lintas yang berbeza. 

Ini disebabkan kerana setiap sensor mempunyai kekuatan dan kelemahan masing-

masing. Kenderaan automatik SAE J3016 tahap 2 dan tahap 3 yang ditakrifkan oleh 

Persatuan Jurutera Automotif (SAE) tidak termasuk pengimejan termal dan 

diharapkan sensor termal akan digunakan secara meluas di masa depan. Sensor termal 

merasakan haba dan bukannya cahaya yang akan membolehkan sistem ADAS 

beroperasi secara normal walaupun dalam keadaan pencahayaan rendah, persekitaran 

yang berselerakan dan cuaca buruk seperti hujan, kabut dan salji berbanding dengan 

kamera yang dapat dilihat. Dengan peningkatan penglihatan komputer dan 

pembelajaran mendalam, ADAS dapat dilengkapi dengan Rangkaian Neural 

Konvolusional untuk mengesan kenderaan dan pejalan kaki di jalan raya. YOLOv3 

digunakan dalam penyelidikan ini kerana kuasa pengkomputeran yang lebih rendah 

yang diperlukan yang membolehkan penggunaan mudah pada platform terbenam 

kuasa rendah padat. Set data termal yang disediakan oleh FLIR akan digunakan untuk 

melatih model dan Nvidia Jetson TX2 dipilih untuk menjadi platform sasaran akhir. 

Penilaian prestasi dilakukan untuk menanda aras kelajuan dan ketepatan pengesanan. 

Model YOLOv3 dalam kajian ini mempunyai mAP 52.09% dan YOLOv3 Tiny 

mampu mencapai prestasi sehingga 27 kerangka per saat apabila digunakan dalam 

sistem terbenam. 

  



viii 

TABLE OF CONTENTS 

 TITLE PAGE 

 

DECLARATION iii 

DEDICATION iv 

ACKNOWLEDGEMENT v 

ABSTRACT vi 

ABSTRAK vii 

TABLE OF CONTENTS viii 

LIST OF TABLES xi 

LIST OF FIGURES xii 

LIST OF ABBREVIATIONS xv 

CHAPTER 1 INTRODUCTION 1 

1.1 Overview 1 

1.2 Problem Statement 2 

1.3 Objectives 3 

1.4 Scope 3 

1.5 Thesis Outline 4 

CHAPTER 2 LITERATURE REVIEW 5 

2.1 Advanced Driver Assistance System 5 

2.1.1 Active and Passive System 7 

2.1.2 Sensor Technologies 7 

2.1.2.1 Visible Camera 8 

2.1.2.2 Thermal Camera 8 

2.1.2.3 Radar 9 

2.1.2.4 LIDAR 9 

2.1.2.5 Summary 10 

2.2 Convolutional Neural Network 10 

2.2.1 Convolutional Layer 12 



ix 

2.2.2 Pooling Layer 12 

2.2.3 Activation Functions 13 

2.2.4 Fully Connected Layer 14 

2.2.5 Training Process 14 

2.3 Related Works 15 

2.3.1 Embedded Multiple Object Detection Based on 

Deep Learning Technique for Advanced Driver 
Assistance System 15 

2.3.2 Pedestrian Detection in Thermal Images Using 
Adaptive Fuzzy C-Means Clustering and 

Convolutional Neural Networks 16 

2.3.3 Enhanced Object Detection with Deep 
Convolutional Neural Networks for Advanced 
Driving Assistance  17 

2.3.4 Other related works 18 

2.4 Chapter Summary 19 

CHAPTER 3 RESEARCH METHODOLOGY 21 

3.1 Overall Project Flow 21 

3.2 Tools and Platforms 22 

3.3 You Only Look Once YOLO 25 

3.3.1 YOLOv2 26 

3.3.2 YOLOv3 27 

3.3.3 YOLOv3 Tiny 29 

3.3.4 Why YOLOv3 and YOLOv3 Tiny? 30 

3.4 Dataset 30 

3.4.1 Annotation Conversion 32 

3.5 Network Training 33 

3.6 Network Deployment 34 

3.7 Evaluation Metric  36 

3.7.1 Confusion Matrix 36 

3.7.2 Precision, Recall and F1-Score 37 

3.7.3 Intersection over Union (IOU) 38 

3.7.4 Average Precision and Mean Average Precision
 38 



x 

3.8 Chapter Summary 39 

CHAPTER 4 RESULTS AND DISCUSSION 41 

4.1 Results and Discussion 41 

4.1.1 Training Results  41 

4.1.2 Detection Results 43 

4.1.3 Accuracy 45 

4.1.3.1 Classification Assessment 46 

4.1.3.2 Precision, Recall, F1 Score  50 

4.1.3.3 Average Precision per Class  52 

4.1.3.4 Mean Average Precision 54 

4.1.3.5 Summary 55 

4.1.4 Inference Time 56 

4.1.4.1 YOLOv3 vs YOLOv3 Tiny 56 

4.1.4.2 YOLOv3 vs YOLOv3 Single 

Channel 57 

4.1.4.3 YOLOv3 Tiny vs YOLOv3 Tiny 
Single Channel 58 

4.1.4.4 Stopping Distance Analysis 60 

4.1.4.5 Summary 63 

4.1.5 Weight Size 63 

4.1.6 Performance Evaluation with Different Models 63 

CHAPTER 5 CONCLUSION AND RECOMMENDATIONS 

FOR FUTURE WORK 65 

5.1 Conclusion 65 

5.2 Future Works 65 

 

  



xi 

LIST OF TABLES 

TABLE NO. TITLE PAGE 

Table 2.1  Results obtained in work [38] 17 

Table 2.2  Related works for object detection 18 

Table 3.1  Hardware Specification for Nvidia Jetson TX2 23 

Table 3.2  Hardware Specification for Training PC #1 24 

Table 3.3  Hardware Specification for Training PC #2 24 

Table 3.4  Software tools used in this project 24 

Table 3.5  Number of labelled objects and class distribution for 
training dataset 31 

Table 3.6  Number of labelled objects and class distribution for 
validation dataset 31 

Table 3.7  Training configuration for YOLOv3 and YOLOv3 Tiny 34 

Table 4.1  Inference Speed for YOLOv3 and YOLOv3 Tiny on 
different platform 43 

Table 4.2  Inference Speed for YOLOv3 and YOLOv3 Tiny on 
different platform 44 

Table 4.3  Inference time for YOLOv3 and YOLOv3 Tiny with 
different network size  56 

Table 4.4  Inference time for YOLOv3 vs YOLOv3 Single Channel 
with different network size  57 

Table 4.5  Inference time for YOLOv3 vs YOLOv3 Single Channel 
with different network size  59 

Table 4.6  Weight Size for different YOLO implementation 63 

 

  



xii 

LIST OF FIGURES 

FIGURE NO. TITLE PAGE 

Figure 1.1  Driving Automation levels defined by SAE [4]. 2 

Figure 2.1  ADAS solution provided by Texas Instruments [12]. 6 

Figure 2.2  Comparison between sensor technologies and their 
applications [26].  10 

Figure 2.3  Similar to human neuron, a machine neuron takes in some 
inputs and generate an output depending on the used 
activation function [29]. 11 

Figure 2.4  Basic architecture of CNN network which consists of two 
parts, feature extraction and classification.  11 

Figure 2.5  Example of obtaining feature map through convolution of 
pixels and filters.  12 

Figure 2.6  Difference between max pooling and average pooling.  13 

Figure 2.7  Process of back propagation [34]. 15 

Figure 3.1  Overview of project flow.  21 

Figure 3.2  Comparison between Jetson TX2 module and Jetson TX2 

Developer Kit 23 

Figure 3.3  Overview of YOLO architecture. 25 

Figure 3.4  Operating principle for YOLO 26 

Figure 3.5  Full architecture of YOLOv3. It has 75 convolutional layers 
+ 31 other layers (shortcut, route, up sample, detection)  28 

Figure 3.6  Full Architecture of YOLOv3 Tiny. 29 

Figure 3.7  Sample of FLIR thermal images 32 

Figure 3.8  Comparison between MS COCO annotation and YOLO 

annotation format 33 

Figure 3.9  Installation process of Nvidia Jetpack 4.4 on Nvidia Jetson 

TX2 35 

Figure 3.10  Confusion matrix for performance evaluation 36 

Figure 3.11  Overview of IOU 38 

Figure 3.12  A sample precision-recall curves divided into 10 areas 39 



xiii 

Figure 4.1  Training Loss for YOLOv3 42 

Figure 4.2  Training Loss for YOLOv3 Tiny 42 

Figure 4.3  Sample detection result #1 44 

Figure 4.4  Sample detection result #2 45 

Figure 4.5  Unlabelled car in the validation image but detected by both 
YOLOv3 and YOLOv3 Tiny 45 

Figure 4.6  Command to invoke accuracy evaluation for YOLO 46 

Figure 4.7  Classification assessment for YOLOv3 vs YOLOv3 Tiny 
with a network size of 320x320 47 

Figure 4.8  Classification assessment for YOLOv3 vs YOLOv3 Tiny 
with a network size of 416x416 47 

Figure 4.9  Classification assessment for YOLOv3 vs YOLOv3 Tiny 
with a network size of 512x512 48 

Figure 4.10  Classification assessment for YOLOv3 vs YOLOv3 Tiny 
with a network size of 640x640 48 

Figure 4.11  Tabulated confusion matrix for YOLOv3 vs YOLOv3 Tiny 
with a network size of 768x768 48 

Figure 4.12  Classification assessment for YOLOv3 vs YOLOv3 Tiny 
with a network size of 800x800 49 

Figure 4.13  Classification assessment for YOLOv3 vs YOLOv3 Tiny 
with a network size of 960x960 49 

Figure 4.14  Classification assessment for YOLOv3 vs YOLOv3 Tiny 
with a network size of 1024x1024 49 

Figure 4.15  Classification assessment for YOLOv3 vs YOLOv3 Tiny 
with a network size of 1280x1280 50 

Figure 4.16  Precision, Recall and F1-Score for YOLOv3 with different 
network size 51 

Figure 4.17  Precision, Recall and F1-Score for YOLOv3 Tiny with 
different network size  52 

Figure 4.18  Comparison of average precision per class for YOLOv3 
with different network size  53 

Figure 4.19  Comparison of average precision per class for YOLOv3 
Tiny with different network size  54 

Figure 4.20  mAP @ 0.50 comparison for YOLOv3 vs YOLOv3 Tiny 
with different network size  55 



xiv 

Figure 4.21  FPS comparison for YOLOv3 vs YOLOv3 Tiny with 
different network size  57 

Figure 4.22  FPS comparison for YOLOv3 vs YOLOv3 Single Channel 
with different network size  58 

Figure 4.23  FPS comparison for YOLOv3 Tiny vs YOLOv3 Tiny 
Single Channel with different network size  59 

Figure 4.24  Motion profile of the vehicle 60 

Figure 4.25  Estimated stopping distance required for YOLOv3 Single 
Channel 768x768 62 

Figure 4.26  Estimated stopping distance required for YOLOv3 Tiny 
Single Channel 320x320 62 

Figure 4.27  FPS benchmark for different models  64 

 

  



xv 

LIST OF ABBREVIATIONS 

ADAS - Advanced Driver Assistance System 

APU - AMD Accelerated Processing Unit 

CNN - Convolutional Neural Network 

CPU - Central processing Unit 

CUDA - Compute Unified Device Architecture 

FPGA - Field Programmable Gate Arrays 

GPU - Graphics Processing Unit 

SAE - Society of Automotive Engineers 

VPU - Vision Processing Unit 

VRAM - Video Random Access Memory 

YOLO - You Only Look Once object detection system 

   

   

   

   

   

   

   

   

  



 

1 

CHAPTER 1  

 

 

INTRODUCTION 

1.1 Overview 

Most of the people have seen autonomous vehicle in science fiction movies. 

Today, autonomous vehicle is no longer a fantasy and is going to become a reality. 

Autonomous vehicle promises a safer journey where majority of the accidents that is 

caused by human error (1) can be fully eradicated. Driver fatigue, disobeying traffic 

rules, distraction, failure to check for blind spot and even driver under the influence of 

drug or alcohol will no longer be an issue. Since the vehicle is fully autonomous, the 

driver can eventually sit back and relax and uses the commutation time effectively. 

Elder and disabled can be benefited from autonomous vehicle as well since everything 

is handled by the computer in the vehicle. 

The Society of Automotive Engineers (SAE) defines six level of driving 

automation in J3016 standard. SAE Level 0 indicates no automation and required 

manual control while the highest SAE Level 5 indicates a fully autonomous vehicle. 

As in year 2020, no commercially SAE Level 4 vehicle exists in the market yet. In 

order to reach a higher autonomation level, the vehicle must be able to understand its 

surrounding environment and make critical decision to prevent accidents. That is 

where ADAS comes into play in autonomous vehicle. Multiple sensors such as camera 

are deployed in the vehicle granting visual capability to ADAS.  

When driving on the road, there will be pedestrian, cars, trucks and many more 

other objects. By integrating deep learning models such as Convolutional Neural 

Networks (CNN) into ADAS, objects on the road can be recognized and detected to 

avoid collision. Since there is size and power constraint on vehicle, a compact 

embedded system is much preferred than a full-size computer. Hence, a single shot 
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detector-based CNN is suitable for in this scenario due to the lower computation 

requirements.  

Thermal cameras are mostly used in military or search and rescue operation 

and they are rarely utilized in standard vehicle due to the higher price. The self-driving 

Uber car accident in 2018 (2) highlighted that the current sensor topologies of using 

radar, LiDAR and visible camera is insufficient and thermal camera is required to 

improve the robustness of the system. Hence FLIR cooperates with Veoneer, a global 

automaker to introduce thermal sensing in the next generation of vehicles (3). 

 

Figure 1.1 Driving Automation levels defined by SAE (4). 

 

1.2 Problem Statement 

Usage of CNN detection network can be seen everywhere. However, majority 

of the CNN networks are trained on RGB images. CNN networks trained on RGB 

images will not work well on thermal images as the network learns the colour of an 
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object during the training process (5). Besides that, training grayscale thermal images 

on CNN networks allows more features to be extracted and yielding a higher accuracy 

results (6). 

In addition, region proposal-based CNN network is heavy and requires a long 

processing time for object detection and classification. ADAS system typically 

requires fast processing time to handle various driving situations. Furthermore, 

existing ADAS without thermal sensor has poor detection at night and causes fatal 

accident as in (2). Existing work based on thermal camera are also limited and can be 

seen in Chapter 2.3. 

 

1.3 Objectives 

The objectives of the research are : 

(a) To train a CNN model with thermal images for usage in ADAS 

(b) To deploy the trained CNN model onto hardware embedded system 

(c) To conduct performance evaluation of the CNN model in terms of speed and 

accuracy 

 

1.4 Scope 

The project focuses only on the part where the ADAS system performs object 

detection, classification and localization. Hence there will be no other fancy features 

in ADAS such as object distance and path estimation, cruise control, etc. The final 

system will then be deployed in Nvidia Jetson TX2 platform for testing and evaluation.  

 As the title of the thesis suggest, the system will be trained and tested on 

thermal image only. Due to usage of provided thermal dataset by FLIR, there will be 

limited class selected for classification which are : 
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(a) Vehicles 

(b) Pedestrian 

(c) Bicycles 

(d) Dogs 

 

1.5 Thesis Outline 

The thesis comprises five chapters which they are Introduction, Literature 

Review, Research methodology, Results and Discussion, and Conclusion. Chapter 1 

Introduction discusses about the problem, motivation, objectives and set the scope for 

the project. In Chapter 2, study of related works will be documented and listing down 

the research gaps. Chapter 3 describes the methodology taken for this project in details. 

The results obtained from the project will be placed and discussed in Chapter 4. 

Chapter 5 consists of the overall sum up for the whole project as well as 

recommendations for future works. 
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