
 

1-D AND 2-D CONVOLUTION NEURAL 

NETWORK FOR BIRD SOUND  

DETECTION 

 

 

 

 

 

 

 

 

TEE YUN HONG 

 

 

 

 

 

 

 

A project report submitted in partial fulfilment of the  

requirements for the award of the degree of 

Master of Engineering (Computer and Microelectronic Systems) 

 

 

School of Electrical Engineering 

Faculty of Engineering 

Universiti Teknologi Malaysia 

 

 

 

 

 

 

JULY 2020 



iv 

DEDICATION 

 

 

 

 

 

 

 

 

 

This thesis is dedicated to my father, who taught me that the best kind of 
knowledge to have is that which is learned for its own sake. It is also dedicated to my 

mother, who taught me that even the largest task can be accomplished if it is done 
one step at a time. 

  



v 

ACKNOWLEDGEMENT 

In preparing this project report, I was in contact my supervisor and 

postgraduate students. They have contributed towards my understanding and thoughts. 

I wish to express my sincere appreciation to supervisor, Associate Professor 

Muhammad Mun'im bin Ahmad Zabidi for encouragement, guidance, critics and 

friendship. Without his continued support and interest, this project report would not 

have been the same as presented here. 

I am also indebted to Universiti Teknologi Malaysia (UTM) for funding my 

Master study. My fellow postgraduate student should also be recognised for their 

support. My sincere appreciation also extends to all my colleagues and others who 

have aided at various occasions. Their views and tips are useful indeed. Unfortunately, 

it is not possible to list all of them in this limited space. I am grateful to all my family 

members. 

   



vi 

ABSTRACT 

This research aimed to determine the most suitable audio input format to the 

Convolution Neural Network (CNN) model, to train a bird activity detector that is low 

in memory usage with decent accuracy. To enable this investigation, three types of 

CNN were developed, including one 1-D CNN and two architecturally identical 2-D 

CNNs that used two different input. 1-D CNN used wav as input, while these two 2-D 

CNNs used wav image and spectrogram image as input respectively. Accuracy, model 

size, and training time were used to determine the best model among these three types 

of CNN. Bird audio and Urban8k audio were used as positive datasets and negative 

dataset respectively. For each type of CNN model, the most suitable convolution filter 

size was determined first, before proceeding to determine the best model out of three 

models of different number of convolution layer. There was one winner for 1-D CNN, 

2-D CNN using a wav image and 2-D CNN using a spectrogram image. These three 

winners were then being compared to determine the overall best model for bird activity 

detector. For this research, the overall best model was five layers 2-D CNN using a 

spectrogram image of filter size 5×5. The accuracy achieved was 97.12%, the model 

size was 6MB, and the training time was fourteen minutes. The additional arithmetic 

operations required in converting wav to spectrogram was deemed acceptable due to 

much better accuracy achieved. Spectrogram image was the most suitable audio input 

format to CNN to train a bird activity detector that is low in memory usage with decent 

accuracy. 
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ABSTRAK 

Tujuan penyelidikan ini adalah untuk menentukan format input audio yang 

paling sesuai untuk model Convolution Neural Network (CNN), bagi melatih 

pengesan aktiviti burung yang rendah dalam penggunaan memori dengan ketepatan 

yang baik. Tiga jenis CNN dibina untuk membolehkan penyiasatan ini, termasuk satu 

CNN 1-D dan dua CNN 2-D yang serupa dari segi seni bina yang menggunakan dua 

jenis input yang berbeza. CNN 1-D menggunakan wav sebagai input, manakala dua 

CNN 2-D ini menggunakan gambar wav dan gambar spektrogram sebagai input 

masing-masing. Ketepatan, saiz model dan masa latihan digunakan untuk menentukan 

model terbaik dalam kalangan tiga jenis CNN ini. Audio burung digunakan sebagai 

data positif, manakala audio Urban8k digunakan sebagai data negatif. Untuk setiap 

jenis model CNN, saiz penapis konvolusi yang paling sesuai ditentukan terlebih 

dahulu, sebelum menentukan model terbaik dari tiga model yang berlainan dalam 

bilangan lapisan konvolusi. Terdapat satu pemenang untuk CNN 1-D, CNN 2-D yang 

menggunakan gambar wav dan CNN 2-D yang menggunakan gambar spektrogram. 

Ketiga-tiga pemenang ini dibandingkan untuk menentukan model terbaik keseluruhan 

untuk pengesan aktiviti burung. Dalam penyelidikan ini, CNN 2-D lima lapisan yang 

menggunakan gambar spektrogram dengan saiz penapis 5 × 5 adalah model terbaik 

keseluruhan. Ketepatan yang dicapai adalah 97.12%, saiz model adalah 6MB dan masa 

latihan adalah empat belas minit. Operasi aritmetik tambahan yang diperlukan untuk 

menukar wav menjadi spektrogram dianggap dapat diterima kerana mencapai 

ketepatan yang jauh lebih baik. Gambar spektrogram adalah format input audio yang 

paling sesuai untuk CNN bagi melatih pengesan aktiviti burung yang rendah dalam 

penggunaan memori dengan ketepatan yang baik. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

 

1.1.  Background of Study 
 

 Animal monitoring is important for the preservation and conservation of the 

environment. It allows researchers and environmental activists to assess the impacts 

of human activities on Earth. Among all the animals, birds are one of the most 

commonly monitored as the change of bird population could indicate any subtle 

change of the ecosystem of that particular region. The bird population is a good 

indicator of changes in biodiversity as scientists need to evaluate the impact of human 

activities on the population. 

 

The traditional method of assessing bird population is by point count where an 

expert counts the number of birds seen or heard in a set time. However, this technique 

is labour-intensive and cannot be done at night or in poor weather. In the last few years, 

the use of autonomous recording units (ARUs) allows bird populations to be assessed 

by bioacoustics. The use of ARUs produces a large number of audio recordings also 

makes manual inspection not feasible. Hence, an automatic bird monitoring system is 

crucial and beneficial for the nature conservation movement, especially when bird 

sound is classified at the source. The main advantages of automatic bird sound 

recognition system are the long-term recording without requiring an observer, 

deployment in hard to access area is possible and recognition of nocturnal birds or 

birds with low vocal activity is possible. 
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 For effective monitoring, these systems commonly have the capability of 

identifying the bird species on the spot using sound. However, most of these 

monitoring systems are embedded systems that are small in terms of memory space 

and run on battery. The process of species identification itself requires high 

computation power, which consumes a large amount of power to identify the bird 

species with high accuracy. To save power, it is crucial to have a bird activity detector 

that decides whether the received sound belongs to a bird or not, before turning on the 

main system to perform species identification.  

 

 

 

1.2.  Problem Statement 
 

 Similar to the actual species identification system, the bird activity detector 

itself should be able to decide on whether the detected sound does come from a bird 

or not with decent accuracy. This requires the bird activity detector to possess a certain 

level of intelligence, although not as high as the species identification system, making 

it a weak classifier. This can be achieved by using a convolutional neural network 

(CNN) to create the birds sound detection model. Since the monitoring system is an 

embedded system, which is low in terms of available memory space, the bird activity 

detector needs to have low memory usage as well. This requires the number of layers 

of the CNN model to be small. However, a small number of CNN layer will degrade 

the detection capability of the bird activity detector itself. Another way to achieve low 

memory usage is through the reduction of arithmetic operation performed on the input 

data. The additional arithmetic operation performed on the input increases the amount 

of useful information carried by each input, but this also increases the size of each 

input. This leads to an increase in the overall size of the CNN model due to the increase 

in the number of parameters. The reduction of such arithmetic operation helps to keep 

the CNN model small. On the other hand, the bird activity detector should also be low 

power, or else it fails to serve the purpose of conserving power. Both small number of 

CNN layer and small number of parameters do help to achieve the low power usage 

requirement  
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 In short, the bird activity detector should have low memory space usage and 

low power consumption, while still being able to determine the source of detected 

sound with decent accuracy. With these two constraints, the audio input format has a 

significant impact. There are two possible types of audio input format to the CNN, 

either a one-dimensional (1-D) data, which is a raw audio waveform, or a two-

dimensional (2-D) data, which is an image. In practice, conversion of 1-D data to 2-D 

data involves additional arithmetic operation, which is commonly done through Fast 

Fourier Transform (FFT). The trade-off between accuracy and power saving through 

the reduction of arithmetic operation performed on the input is the heart of the 

problem. Building CNN of different architectures and structures enabled this trade-off 

investigation. 

 

 

 

1.3.  Research Aim and Objective 
 

 This research aims to determine the most suitable audio input format to the 

CNN model, to train a bird activity detector that is low in memory usage with decent 

accuracy. There are three objectives in this research, which includes: 

 to investigate the feasibility of arithmetic operation reduction and search for 

the most suitable CNN architecture for bird detection, 

 to determine the optimum number of neural network layer for both 1-D and 2-

D CNN, 

 to evaluate the impact of audio input format on the performance of bird activity 

detector. 
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1.4. Scope of Work 
 

 To achieve the research objective, several scopes had been outlined. This 

research aims to determine the most suitable audio input format to the CNN model. 

Bird audio and non-bird audio were collected and pre-processed to produce three types 

of dataset, namely wav dataset, wav image dataset, and spectrogram image dataset. 

Four 1-D CNNs and four 2-D CNNs of various depths were developed. By using a 

smaller number of dataset, the most suitable filter size was determined for both 1-D 

and 2-D CNN separately. This was to ensure better performance of CNN during the 

actual training. This was followed by best model determination for 1-D and 2-D CNN 

separately using full dataset. Finally, the best CNN was determined among the best 1-

D CNN and the best 2-D CNN.  

 

 

 

1.5.  Significance of Study 
 

 By completing this research, the feasibility of arithmetic operation reduction, 

the most suitable architecture, the optimum number of neural network layer of CNN, 

as well as impact of audio input format on the performance of bird activity detector 

can be determined. This allows future researchers to construct and fabricate the 

required hardware that incorporates this CNN model, which will eventually be applied 

in an actual embedded system. With this bird activity detector, the bird monitoring 

system will be able to function for an extended period of time.  
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