IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received November 16, 2020, accepted November 20, 2020, date of publication November 25, 2020,

date of current version December 9, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3040421

Classification of Partial Discharge Fault Sources
on SF¢ Insulated Switchgear Based on Twelve
By-Product Gases Random Forest

Pattern Recognition

NOR ASIAH MUHAMAD “!, (Member, IEEE), IBRAHIM VISA MUSA?Z,

ZULKURNAIN ABDUL MALEK 3, (Senior Member, IEEE),

AND AMMAR SALAH MAHDI?

!'School of Electrical and Electronic Engineering, Universiti Sains Malaysia, Engineering Campus, Nibong Tebal 14300, Malaysia
2Department of Electrical and Electronic Engineering, Modibbo Adama University of Technology, Yola, Nigeria
3Institute of High Voltage and High Current (IVAT), Universiti Teknologi Malaysia, Skudai 81310, Malaysia

Corresponding author: Nor Asiah Muhamad (norasiah.m @usm.my)

This work was supported in part by the Malaysian Ministry of Higher Education (MOHE), in part by the Universiti Sains Malaysia (USM)
through USM Research University Incentive (RUI) under Grant 1001/PELECT/8014054, in part by the Universiti Teknologi Malaysia

(UTM), and in part by the Tenaga Nasional Berhad (TNB) Research Sdn. Bhd.

ABSTRACT Sulphur hexafluoride (SF¢) gas insulated switchgear (GIS) is widely used in electrical power
supply system and therefore needs regular preventive maintenance. Prediction and diagnosis analysis of
faults in GIS using SFg gas by-products was introduced previously by using 4 to 8 types of by product
gases. As latest development on gas analyser, more by-product gases can be detected and used for condition
monitoring of the GIS. The type, number, concentration and chemical stability of by-product gases of SFg
GIS are found to be closely correlated to the type of defect. However, the number of by-product gases used
increases, the pattern for faults classification become more complex. Thus, further analysis on increasing
number of by product gases using intelligent techniques such as pattern recognition is required. In this
article, 12 significant by-products captured due to various sources of partial discharge fault in GIS were used.
Random Forest (RF) was selected in this work as a multi-class classification technique. The analyses using
RF pattern recognition with eight algorithms based on the presence and concentration of the gas by-products
were carried out. The RF algorithm successfully recognises a given defect with an accuracy of 87.5% for all
defects fault classification. The performance of the RF algorithm is 1.5 times better than the decision table
algorithm which is the next best algorithm. This research illustrates the feasibility and applicability of an
effective GIS diagnostic using gas by-products analyses, and in particular, using the RF pattern recognition.

INDEX TERMS Gas insulated switchgear (GIS), Sulphur hexafluoride (SFg), partial discharge (PD),
insulation, random forest (RF) pattern recognition.

I. INTRODUCTION

Partial discharge (PD) is the localised breakdown which
occurs under high voltage stress in a small portion of solid,
liquid or gas insulators. It does not completely bridge space
between two conductor electrodes, and in gas, the localised
breakdown is usually less than 1 mm [1], [2]. PD occur
due to the defects of irregularities or protrusion on high
voltage or earth electrodes, free or floating metallic particles,
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contamination on the surface of spacers, and void or gap
at electrode/dielectric interface. These defects may course
by the mechanical abrasion movement of the conductor
during load cycling, error in manufacturing of gas insu-
lated switchgear (GIS), vibration during shipment of GIS
equipment and assembling, undetected scratch on electrodes,
and poor electrical contacts [1], [3]-[6]. Partial discharge is
accompanied by the emission of energy as electromagnetic
emission in the form of the radio wave, light and heat;
acoustic emission in the form of sound at ultrasonic ranges;
and emission of ozone and nitrogen oxide. Although the
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magnitudes of partial discharge are small (about 5-10eV),
they cause drastic reduction of onset corona and breakdown
voltage, which leads to gradual progressive deterioration or
degradation of insulation in GIS, eventually leading to ulti-
mate failure of the GIS [1], [5], [7]-[14]. About eighty-five
percent of GIS disruptive failure is caused by PD [3], [4], [15],
therefore, there is a need to employ an effective method to
identify the sources and to diagnose the activities of PD in
GIS.

Some research on PD diagnostic sensing techniques
namely, light, acoustic, electrical, ultra-high frequency, and
chemical by-product techniques, has been conducted to diag-
nose PD in GIS [1], [16]-[18]. A key factor in the use of the
chemical by-product diagnostic technique for PD detection is
the gas analysis method. The presence of sulphur hexafluo-
ride by-product gases is an indication of fault or discharges in
the GIS and this may affect its health. SFg gas sample analysis
is useful in determining the health condition of gas insulated
systems. The degradation of sulphur hexafluoride gas as a
result of PD leads to the generation of by-product gases such
as SOFy4, SOF,, SO,F,, SF4, S>F;g, CF4, CO, COS, CO»,
H,S, HF, SO; and SiF4 [19]-[23]. These type of by-product
gases and their concentrations are very useful information for
gas analysis.

Previous researchers have used various algorithms, such
as the Rogers ratio, the Doernenburge ratio, the IEC ratio,
the Duval triangle, the artificial neural network and the key
gas, in the dissolved gas analysis to diagnose faults in trans-
formers. These methods can also be used for SFg gas anal-
ysis because their performance is good to a certain extent.
However, when there are too many different types of gases,
it is difficult to analyse [24], [25]. Moreover, with the emer-
gence of infrared absorption spectrometry, gas chromatog-
raphy and other mature detection, researchers shifted focus
towards quantitative analysis of gas decomposition products
under different discharge conditions like arc discharge, spark
discharge and corona discharge [11]. More decomposition of
SF6 gases can be detected now. Most of GIS decomposition
diagnosis is based on 6-8 types of gases. As new technologies
emerge, this work aims to use 12 by-product gases to conduct
faults classification.

Various approaches have been used to identify the type of
defect in GIS chambers by using SF6 decomposition prod-
ucts in previous research. Tang et al. [18] have used Space
Vector Machine (SVM) to classify four types of defects.
The parameters of the algorithm were optimized by using a
Particle Swarm Optimization (PSO) algorithm. However, the
performance of SVM depends significantly on its parameters.
Moreover, the algorithm should be generalized when used
for multi-class classification problems. Zeng et al. [26] have
used Backpropagation Neural Network (BPNN) to identify
four types of defects under DC PD. High accuracy rate
was obtained when the concentration ratio was selected as
a feature parameter. However, if BPNN is not generalized,
overfitting can occur. The concentration ratio of decom-
position products was selected as a feature parameter and
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applied to the decision tree algorithm to recognize four
types of PD sources. The authors concluded that the deci-
sion tree performed well at PD recognition [17]. However,
the change of training data can give variant results, hence,
more than one tree is required to tackle the variance issue.
Similar to the Duval triangle used in the diagnosing of
transformers, a graphical triangle method is introduced by
L. Zong et al. [27] to visualize defects in GIS. The three sides
of the triangle represent the relative proportion of decom-
position products, and the triangle is divided into zones,
each representing the types of defect. The authors found that
the methods are reliable to distinguish initial faults in GIS.
However, this technique depends on typical decomposition
products and defining the boundaries and zones of each
fault.

In this article, we suggest Random Forest (RF) as a multi-
class classification technique. In RF, the overfitting issue can
be reduced by averaging the output of a large number of
trees, making it able to predict the output of new data and
reducing the variance issue. Also, as it is based on node
splitting, the number of features is not important. In this
research we employed the Waikato Environment for Knowl-
edge Analysis (WEKA) machine learning workbench and
data mining written in Java. This is because its performance
is good for small data, perform fast and can be used for onsite
diagnoses [17], [28]-[31].

The data used for this work is based on a simulation
experiment of PD faults activities in SFg GIS. Eight types
of PD defects were done (free conducting particle, elec-
trode to dielectric void, electrode protrusion, fixed parti-
cle aluminium on spacer, fixed copper particle on spacer,
electrode protrusion-fixed copper particle hybrid, electrode
protrusion-free copper particle hybrid, and electrode to
dielectric void-free copper particle hybrid). A total of 12 gas
by-products significance gases were found. In this work,
the pattern recognition of the defects can be divided in
four categories. First, pattern recognition of sole defect (free
conducting particle, electrode protrusion, electrode-dielectric
void and fixed conducting particle). Second, pattern recog-
nition of hybrid defects (electrode protrusion-fixed conduct-
ing particle, electrode protrusion-free conducting particle
and electrode-dielectric void with free conducting particle).
Third, pattern recognition of material dependent defect (fixed
aluminium and fixed copper). Finally, in the fourth category,
all the defects are combined and analysed at once using
pattern recognition.

Il. TREE-BASED MODEL LEARNING ALGORITHM

A tree-based learning algorithm is thought to be one of
the best and most utilized administered learning techniques.
A tree-based technique engages prescient models with high
precision, security, stability and simplicity of elucidation.
Unlike all linear models, it can map nonlinear relationships
very well. Itis versatile at tackling any sort of problem at hand
(classification, prediction, inference or regression) [30], [31].
The tree-based model learning includes the decision tree
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FIGURE 1. Decision tree structure [32].

algorithm (J48), the random forest (ensemble decision tree)
algorithm, the hoeffding tree, the rep tree, among others.
Techniques like the decision tree and the random forest are
by and large prevalently utilized in all kinds of data science
problems [30]-[34].

A. DECISION TREE ALGORITHM

A decision tree structure is illustrated in Figure 1. A deci-
sion tree is an analytical decision support tool algorithm in
machine learning that uses a tree flowchart-like structure
(tree-like graph). It is a model of resolution and its feasi-
ble consequences include chance event outcome, utility and
resource cost [17], [31]-[33].

The decision tree is divided into two types; categorical and
continuous variable decision tree. The categorical variable
decision tree is one with categorical target variables, such
as Yes or No; while the continuous variable decision tree
assumes the target, variable is continuous. The advantages
of a decision tree are that it is easy to understand by people
with a non-analytical background; it is fast and useful in
data exploration with class data cleaning compared to other
modelling algorithms; the data type is not constrained, that
is, it handles both nominal and numerical variables; and it
has no classifier structure or assumptions about the space
distribution (non-parametric method). However, one of the
disadvantages of using decision trees is overfitting and lack
of fit to some continuous variable [30]-[32], [34].

B. RANDOM FOREST

The model of a random forest is shown in Figure 2. A random
forest is a flexible ensemble machine learning algorithm
equipped for performing both classification and regression
tasks where a group of models is joined to frame an effective
model (bagging technique). It also undertakes dimensional
reduction approach (reduction of prediction variance), treats
outlier values, treats missing values and other important steps
of data analysis. A random forest is simply a group of clas-
sifiers that is made up of many decision trees and output
the class by individual trees [30]-[32], [34]. A random tree
algorithm has all the advantages of decision because it is the
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FIGURE 2. Model of random forest [32].

combination of the decision trees. The challenge of overfit-
ting or not fitting to a continuous variable of the decision tree
are overcome using random forest [30]-[32], [34].

1Il. PATTERN RECOGNITION USING WAIKATO
ENVIRONMENT FOR KNOWLEDGE ANALYSIS (WEKA)
WEKA is a machine learning workbench and data min-
ing software written in Java under the GNU general public
licence and was developed by the University of Waikato in
New Zealand [31], [32]. It is a collection of machine language
algorithms with main features that comprise a comprehen-
sive set of data pre-processing tools, learning algorithms,
evaluation methods, graphical user interface (GUI), includ-
ing data visualization and a comparing learning algorithm
environment. WEKA has a program for classification that
includes the random forest, the J48 decision tree, the decision
stump, the decision table, the Part, the one R (one rule),
the multilayer perceptron, and sequential minimal optimiza-
tion (SMO) and many others. Programs for numeric predic-
tion include linear regression, multilayer perceptron, model
tree generators, instance-based learners, locally weighted
regression, decision tables and clustering programs, which
include bagging, regression through classification, stacking,
boosting, cost-sensitive classification, classification through
regression and cobweb.

The following algorithms were used for this work: the
random forest, the J48 decision tree, the decision stump,
the decision table, the Part, the one R (one rule), the multi-
layer perceptron, and the SMO. Further detail on these algo-
rithms can be found in [30]-[32], [34]. The following sections
describe the details of WEKA parameters to be computed
in each of the chosen algorithms. WEKA produces a set
of parameters including ten-fold cross-validation, confusion
matrix, accuracy, precision, recall, specificity, f-measure,
threshold receiver operating characteristic (ROC) curve,
Matthew correlation coefficient (MCC) and precision-recall
curve (PRC), that can be used in the application of each
algorithm. The procedure of pattern recognition using the
workbench is shown in Figure 3.
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FIGURE 3. Pattern recognition procedure using WEKA workbench.

A. TEN-FOLD CROSS-VALIDATION

The ten-fold cross-validation process is shown in Figure 4.
Cross-validation is a default test or evaluation mode. It is
the most widely recognized type of validation test, where
the data are divided arbitrarily into z folds, Y1, Y2, Y3, ...,
Yk of approximately equal size in a k-fold cross-validation.
Training and testing are carried out k times. In every iteration,
one of the subsets is held as the test set while the others are
utilized as the training set, that is in cycle 1, subset 1 is saved
as the test set, the other partitions are utilized as the training
set while in cycle k, subset k is saved as the test set and the
rest are utilized as the training set.

The precision is obtained from the ratio of the total number
of correctly classified instances in the k iterations to the total
number of instances in the whole data. Cross-validation is
worthwhile in that regardless of the number of partitions,
each data set will be a test set precisely once and it will be
in the training set k-1 times. On the other hand, calculation
time takes as much time as the segment since training has to
take place k times. Ten-fold cross-validation is mostly used
where the data is parcelled into 10-folds and 10 times train
on 9 folds, and test on the remaining one [29], [32].

B. CONFUSION MATRIX

The confusion matrix is also called an error matrix. It is a
table representation of classification, prediction or inference
results are shown in Table 1. The term confusion originates
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TABLE 1. Confusion matrix.
Actual Value
Positive Negatives Total
Positive True False P
Positive Positive
) (TP) (FP)
Predicted Negative False True N
Value . N i
Negative egative
(FN) (TN)
Total P N P+N

from the way that the table makes it simple to know whether
a classifier is mistaking one class for the other. The confusion
matrix enables the result to be seen easily, and it is suitable for
analysis of the classifier in view of its acknowledgement on
the class each instance belongs to. It portrays the performance
of each classifier in light of the test data whose genuine class
are known. The results are produced with the accompanying
parameters [29], [32].
i. True Positive: Cases where YES is anticipated and the
genuine class is YES
ii. True Negative: Cases where NO is anticipated and the
genuine class is NO
iii. False Positive: Cases, where YES is anticipated yet the
genuine class is NO
iv. False Negative: Cases where NO is anticipated yet the
genuine class is YES

C. ACCURACY AND ERROR RATE

Accuracy is otherwise called recognition rate. It is a general
term which is utilized to allude to the prescient capacities of
the classifier and also is the rate of accurately characterized
instances. The exactness of a classifier or built model cannot
be ascertained based on the training data, but on the test data
which have class-labelled instances that were not part of the
training data. The adequacy of accuracy is shown when the
distribution of the class is relatively balanced. The error rate
is the opposite of accuracy. It is the percentage of classified
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instances that are incorrect. The equation for inferring accu-
racy and error rate of a classifier from the disarray (confusion)
matrix are given in equations (1) to (3) below.

TP+ TN

A = — 1
ccuracy PN (1)
FP+ FN
Error Rate = ——— )
P+N
or
Error Rate = 1 — Accuracy 3)

It is not vital to assess a classifier only on its accuracy
because infrequently, a classifier with lower accuracy may
have higher prescient power. In this manner, there are other
assessment measurements to validate a model [29].

D. PRECISION

Precision is a measure of accuracy. It demonstrates the rate of
occasions named positive that are really positive. Precision
depends on importance, that is, how pertinent are the occa-
sions classified being positive [29]. The formula is given in
equation (4) below.

. TP
Precision = —— 4)
TP + FP
E. RECALL OR SENSITIVITY
Recall is the measure of culmination and also known
as sensitivity. It is also known as positive acknowledge-
ment rate. Recall is the proportion of positives accurately
named positive or the measure of positives effectively distin-
guished accordingly. It portrays how much the classifier stays
away from false negatives. The equation is given accord-
ingly [29], [32] as in equation (5) below.
. TP TP
Recall = Sensitivity = ———— = — 5)
TP + FN P

F. SPECIFICITY
Specificity is known as true negative acknowledgement rate.
It is the extent of negative occurrences which are effectively
recognized in that capacity. Specificity portrays how much
the classifier stays away from false positives [29]. Equa-
tion (6) for specificity is given below.

N
Specificity = N (6)

G. THRESHOLD RECEIVER OPERATING CHARACTERISTIC
CURVE

Threshold ROC curve is a visually useful tool for machine
learning that is used for comparing two classification models
through graphical plotting. It illustrates the diagnostic ability
of a model by plotting the true positive rate (TPR) known as
the probability of detection in machine learning or sensitivity,
against false positive rate (FPR) known as fall out or proba-
bility of false alarm. The Y axis is the TPR while the X axis
is the FPR, while measure of the accuracy of a model is the
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FIGURE 5. Sample of threshold curve for class 1, x and y axis are
efficiency in per unit plot. (Area under ROC=0.9958).

area under the ROC curve [29], [32]. Figure 5 shows a sample
illustration of a ROC curve.

H. MATTHEW CORRELATION COEFFCIENT (MCC)

MCC is a learning machine tool introduced in 1975 by the
Biochemist Brian W. Matthew, and it is used as a measure of
the quality of the classification of models. It is the balance
measure that takes account of true and false positive and
negatives, even if the size of the classes is not the same.
MCC is the correlation classification coefficient of the model
between the predicted and the observed model [31], [34].

I. PRECISION-RECALL CURVE (PRC)
PRC is the plotting of precision against recall for all potential

cut off's for a test. It is the measure of the accuracy of a model
through the area under the PRC [31], [34].

IV. SFg BY-PRODUCT GASES DATA

In this study, the gas analysis diagnostic technique with the
method of Fourier Transform Infrared (FTIR) spectrome-
ter as a test instrument, was adopted using prototype sim-
ulated coaxial gas insulated chamber similar to real life
GIS. Eight artificial types of PD defects were used and
eleven SF¢ by-products were detected in sole, hybrid and
material dependent defect respectively. In total, twelve gases
where detected in all the eight artificial defects as shown in
Table 2.

V. PATTERN RECOGNITION PRE-PROCESS

The pattern recognition pre-process starts with the launching
of the WEKA graphical environment (graphical user interface
chooser) application called explorer for the four categories
of pattern recognition: sole, hybrid, material dependent and
overall defects.

A. PRE-PROCESS ON SOLE DEFECT

The pre-process of pattern recognition was carried out on
four types or classes of sole defects: the free conducting
particle, electrode protrusion, electrode- dielectric void and
fixed conducting particle. The results of the pre-process on
sole defects are represented in seven attributes or categories:
number of by-product gases, identity of by-product gases and
concentrations of by-product gases for all stress durations at
10, 20, 30, 40, and 50 hours.
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TABLE 2. SFg by-products gases.

Defect SF6 by-products

Free conducting particle C3Fg, C2F6

Electrode protrusion SO2, SOF2, SO2F2, S2F10, SiF4, CO,
C3Fg, C2F6

Electrode-dielectric void ~ SO2, SO2F2, SiF4, C2F6

Fixed conducting particle ~ HF, SOF2, SOF4, SO2F2, S2F10,
(Cw) SiF4 802, CO, C2F¢, CF4

Fixed conducting particle ~ SO2, SO2F2, C3Fg8, C2F¢6

(AD
Electrode-dielectric
void with free
conducting particle
Electrode protrusion-
fixed conducting
particle (Cu)
Electrode protrusion-free ~ SO2, HF, SOF2 SO2F2, S2F10, SiF4, CO,
conducting particle C2F6

C3F8, C2F6

HF, SOF2, SO2F2, SiF4, SO2, CO,
COS, C3Fg C2F¢6 CF4

10
0 I Sole defect

Number of SF6 by-product

2
15.
0

Free particle Protrusion Void Fixed Cu

Artificial defect

FIGURE 6. Number of by-product gases for each type of sole defect.

The first attribute is the class attribute, defined as the
number of by-product gases produced by each defect. The
attribute is based on all gases appearing in the whole exper-
iment (50-hour stress duration) for a given defect. Fig-
ure 6 shows the number of SF6 by-products detected for
all four types of defect in the sole defect category. As can
be clearly seen, the fixed conducting particle defect has
the highest number of gases (10). Therefore, it can be said
that the fixed conducting particle defect produces the most
severe effect among the types of the sole defect, followed by
the electrode protrusion defect (8 gases), electrode-dielectric
void defect (4 gases), and free conducting particle defect
(2 gases).

The second attribute involves the identity of the by-product
gases produced by each defect. The attribute is based on all
gases appearing in the whole experiment (50- hour stress
duration) for a given defect. This is shown in Figure 7.

As previously noted, the types of by-product gases pro-
duced by the partial discharge activity are dependent on the
defect type. Also as previously discussed, the gas identifica-
tion technique can be used to indicate the type of defect in
which partial discharges occur.
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FIGURE 8. Frequency of the appearance of gas concentrations at 10-hour
stress duration for all sole defects.

The third attribute is concentration of by-product gases.
In this attribute a stacked histogram of the defect type as
a function of the concentration of all produced by-product
gases is plotted. The concentration of each of the produced
by-product gases is given in three ranges of concentration.
The exact ranges are dependent on the stress duration at
which time the measurement was made. Figure 8 illustrates
the frequency of the appearance of gases with a concentra-
tion falling in a given concentration range for the case of a
10-hour stress duration. The concentrations are given in three
ranges: 0-240, 240-480 and 481-720 ppmv. Figure 8 shows
that the fixed conducting particle defect produces 3 gases with
the highest concentration range (481-720 ppmv). Other faults
only produced gases at lower concentration and electrode
protrusion with a higher number of gases compared to others
at low concentration range.

The frequency of the appearance of gas concentra-
tions at 20-hour stress duration is shown in Figure 9.
Again, as in the case of the 10-hour stress duration,
the fixed conducting particle defect also produces gases
with the highest concentration (2 gases). The concentra-
tion of gases at this duration (maximum 3222 ppmv) had
increased drastically compared to the 10-hour stress duration
(maximum 720 ppmv). The concentration was divided into
three ranges: 0-1074, 1075-2144 and 2145-3222 ppmv. At the
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FIGURE 9. Frequency of the appearance of gas concentrations at 20-hour
stress duration for all sole defects.
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FIGURE 10. Frequency of the appearance of gas concentrations at
30-hour stress duration for all sole defects.

20-hour stress duration, the number of gases in the middle
range for fixed conducting particle defect had increased from
zero to 2 gases. This had reduced the number of gases for
lower and higher range. For other types of faults, the ranges
of gases concentration remained the same as in the 10-hour
stress duration.

Figure 10 represents the frequency of the appearance of gas
concentration for the 30-hour stress duration. As in the previ-
ous two cases, the highest concentration of gases is produced
by the fixed conducting particle (Cu) defect. Figures 8 and
9 show same pattern of gases concentration detected. The
results show that the higher severity of fixed conducting
particle defect compared to other three sole defects for stress
duration up to 30 hours.

The frequency of the appearance of gas concentration
at 40-hour stress duration for all sole defects is shown
in Figure 11. Starting from 30 hours stress duration, the con-
centration of gases for fixed conducting particles is not
detected. The electrode protrusion defect produces 2 gases
with the highest concentration range and have the highest
number of gases detected at all ranges.

The frequency of the appearance of SFg by-products
concentration at the 50-hour stress duration is shown
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12
10
4 |]:|:|:|] Electrode-dielectric void
§
) |:| Electrode protrusion

b0 Free conducting particle

Number of gases
on

X 1 2
29-58 59-86
Total concentrations of all gases detected for each defect (ppmv)

FIGURE 11. Frequency of the appearance of gas concentrations at
40-hour stress duration for all sole defects.
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FIGURE 12. Frequency of the appearance of gas concentrations at
50-hour stress duration for all sole defects.

in Figure 12. For the 50-hour duration, the protrusion
defect gives one gas at the highest concentration range
(169-252 ppmv).

From the results shown above, it can be concluded that the
severity of a discharge in SF6 medium is dependent on the
type of by-product gases, the number of by-product gases and
the frequency of the appearance of by-product gas concentra-
tions. Based on the pre-process analyses, we conclude that the
severity of a fault or discharge is caused by a single defect in
a gas insulated, and this can be listed in the following order:
fixed conducting particle (Cu), electrode protrusion, void and
free conducting particle.

B. PRE-PROCESS ON HYBRID DEFECT

Three classes of hybrid defect namely, electrode protrusion-
fixed conducting particle (Cu), electrode protrusion-free con-
ducting particle and electrode-dielectric void with free con-
ducting particle, were used in WEKA for pattern recognition.
The results of pre-process on hybrid defect are represented in
seven attributes as it was done for sole defect in section A
above.

The number of by-product gases attributes is based on
all gases appearing in the entire experiment (50-hour stress
duration) for a given defect. The number of by-product
gases detected in the hybrid defects is shown in Figure 13.
The highest number of by-product gases was produced by
the protrusion-fixed Cu particle defect; thus, the severity of
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FIGURE 14. Types of by-product gases for the hybrid defects.

this fault was the worst among all defects in this hybrid
category.

Figure 14 shows the stacked histogram of the second
attribute, which is the identity of the by-product gases pro-
duced by all defects in the hybrid category. Again, the type
of by-product gases varies with the defect used in the PD
experiment.

Figure 15 shows the frequency of the appearance of various
concentrations of the SFg by-products at the 10-hour stress
duration. The groupings of the concentration show that the
electrode protrusion-fixed Cu particle defect produces gases
with the highest concentration.

The frequency of the appearance of various concentrations
of the SF¢ by-products for the 20-hour stress duration is illus-
trated in Figure 16. At 20-hour duration, the plot shows that
the electrode protrusion-fixed copper particle defect produces
1 gas with the highest concentration (587-878 ppmv).

Figure 17 shows the frequency of the appearance of various
gas concentrations at the 30-hour stress duration for the three
types of hybrid defects. The figure shows that the electrode
protrusion-fixed copper particle produces one gas with the
highest concentration (511-764 ppmv).

For the 40-hour stress duration, the frequency of the
appearance of various gas concentrations is illustrated
in Figure 18. Again, the electrode protrusion-fixed Cu par-
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FIGURE 17. Frequency of the appearance of gas concentrations at
30-hour stress duration for all hybrid defects.

ticle defect produces 2 gases with the highest concentration
(589-881 ppmv).

Figure 19 shows the frequency of the appearance of various
gas concentrations at the 50-hour stress duration for the three
types of hybrid defects. As Figure 19 shows, the severity of
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FIGURE 19. Frequency of the appearance of gas concentrations at
50-hour stress duration for all hybrid defects.

the electrode protrusion-fixed Cu particle is the highest with
2 gases appearing at the highest concentration range.

From the above results, the pre-process analysis of the
hybrid defects shows that the order of severity of the
discharges caused by a hybrid defect in a gas insulated
system is as follows, starting from the most severe: the
electrode protrusion-fixed conducting particle defect,
the electrode protrusion-free conducting particle defect,
and the electrode to dielectric void-free conducting particle
defect.

C. PRE-PROCESS ON MATERIAL DEPENDENT DEFECT

The pattern recognition pre-process of by-product gases
produced in the partial discharge experiments using mate-
rial dependent defect was conducted. Two defects were
used, namely, the fixed aluminium particle and the
fixed copper particle. The results of the pre-process are
described in terms of the number and identity of gas by-
products, as well as the concentration variation with stress
duration.

The number of by-product gases attributes is based on
all gases appearing in the entire experiment (30-hour stress
duration) for a given defect. The graph showing the num-
ber of by-product gases in the material dependent defect
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FIGURE 21. Type of SF6 by-products of two material dependent defects.

is shown in Figure 20. The number of by-product gases
detected in the fixed aluminium (Al) particle and the fixed
Cu particle defects are 4 and 10, respectively. Based on
this result, it can be deduced that the fixed Cu particle
defect produces a more severe PD effect than the fixed
Al defect.

The identity of by-product gases attributes is based on
all gases appearing in the entire experiment (30-hour stress
duration) for a given defect. The result on by-product gases
produced by two types of material dependents defect is shown
in Figure 21. The two material dependent defects collectively
produced 11 by-product gases. It can be presumed that the
generation of these by-product gases is due to the material
dependent defects.

A stacked histogram of by-product gases of the mate-
rial dependent defects as a function of concentration range
(10-hour stress duration) is shown in Figure 22. As seen
on the concentration plot, the fixed Cu particle defect pro-
duces 3 gases with the highest concentration (361-720 ppmv).
Similar results were also obtained for 20-hour and 30-hour
stress durations. Of note is that the severity of fault caused
by the fixed copper particle defect in a gas insulated sys-
tem is higher compared to that of the fixed Al particle
defect.
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FIGURE 23. Number of by-product gases for all defects.

D. PRE-PROCESS ON THE OVERALL DEFECT

The results of the pattern recognition analyses on all defects
studied in this work are reported. There is a total of eight
defects from the three categories of defects. The defects
are listed here again as: free conducting particle, electrode
protrusion, electrode to dielectric void, fixed copper particle,
fixed aluminium particle, electrode protrusion-fixed copper
particle, electrode protrusion-free conducting particle, and
electrode to dielectric void-free conducting particle defects.
The results are discussed according to number and identifi-
cation of by-product gases, and the by-product gas concen-
tration for varying stress durations.

Figure 23 is a plot of the number of by-product gases
as a function of the defect type. As can be seen in the
figure, the fixed Cu particle from the sole defect category
and the electrode protrusion-fixed copper particle from the
hybrid category have the highest number of by-product gases
(10 gases).

The attribute is based on all gases appearing in the entire
experiment (50-hour stress duration) for a given defect. The
types of by-product gases produced by the partial discharge
activity in all defects are illustrated in Figure 24. The observa-
tions from this figure is that, the type of gases can be directly
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FIGURE 25. Frequency of the appearance of gas concentrations at
10-hour stress duration for all defects.

correlated with the type of defect firstly then by the type of
fault.

Figures 25 through 29 show the frequency of the appear-
ance of gas concentrations of the SF¢ by-product at 10-hour
to 50-hours duration.

The above pattern recognition pre-process analyses reveal
that the order of severity of a fault or discharge caused by
all defects studied in this study can be listed in the fol-
lowing order (starting with the most severe): the electrode
protrusion-fixed copper particle defect, the fixed copper par-
ticle defect, the electrode protrusion-free conducting particle
defect, the electrode protrusion defect, the fixed aluminium
particle defect, the electrode to dielectric void-free conduct-
ing particle defect, the electrode to dielectric void defect, and
the free conducting particle defects.

VI. CLASSIFICATION OF DEFECTS USING RANDOM
FOREST ALGORITHM

Based on the pre-process analyses, the following categories
of defects are as follows: sole defect, hybrid defect, material
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20-hour stress duration for all defects.
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FIGURE 27. Frequency of the appearance of gas concentrations at
30-hour stress duration for all defects.
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FIGURE 28. Frequency of the appearance of gas concentrations at
40-hour stress duration for all defects.

dependent defect, and all defects. The classification of the
four categories of defects was carried out using the ran-
dom forest algorithm. The validation of the random forest
algorithm was carried out using test mode ten-fold cross-
validation.
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TABLE 3. Classification accuracy of random forest algorithm for the sole
defect.

Class Free Protrusion  Void  Fixed Weighted
conducting Cu Average
particle

TP 1.000 0.813 1.000 1.000 0.938

FP 0.023 0.000 0.000 0.071 0.032

Precision  0.800 1.000 1.000  0.909 0.945

Recall 1.000 0.813 1.000  1.000 0.938

F- 0.889 0.897 1.000 0.952 0.936

measure

MMC 0.884 0.862 1.000 0919 0.910

ROC 1.000 0.951 1.000 1.000 0.984

area

RPC 1.000 0.944 1.000 1.000 0.981

area

Note: TP: True Positive, FP: False Positive, MMC: Matthew Correlation
Coefficient, ROC: Receiver Operating Characteristic Curve and PRC:
Precision-Recall Curve. The percentage accuracy by class is the true
positive (TP) rate of that class and the overall classification accuracy of the
random forest algorithm is the weighted average.

A. CLASSIFICATION OF SOLE DEFECT

The pre-process results of the sole defect category were
further analysed using the random forest algorithm. Table 3
shows the accuracy of the classification. The classification
accuracy of the analysis done on the free conducting particle
defect is 100%, on the electrode protrusion is 81.3%, on the
electrode to dielectric void is 100%, and on the fixed con-
ducting particle is 100%. These give an overall classification
accuracy of 93.8%, which is also known as the weighted
average of the classes for sole defect. The results show that the
applied random forest algorithm results in well performing
pattern recognition.

Table 4 shows the random forest confusion matrix for the
sole defect classification. This table shows that the random
forest algorithm successfully and correctly classified the free
conducting particle defect, the void defect and the fixed Cu
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TABLE 4. Confusion matrix table for sole defect.

Classified Defect
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FIGURE 30. Confusion matrix plot for the sole defect.

TABLE 5. Classification result of sole defect.

Classification Instances Percentage
Correctly classified 45 93.8%
Incorrectly classified 3 6.3%

particle defect. However, for the electrode protrusion defect,
3 instances of wrong classification occurred (two instances
are wrongly classified as fixed Cu particle defect and one
instance is wrongly classified as free conducting particle
defect).

The graph of classification error is shown in Figure 30.
The actual defect is plotted in the x-axis and the classification
results in the y-axis. The square boxes in Figure 30 show the
three instances of the wrong classification for the protrusion
defect as described above. The summary of the classification
results is shown in Table 5. The table shows that 45 out
of 48 instances were correctly classified. This is equivalent
t0 93.8%.

B. CLASSIFICATION OF HYBRID DEFECT

Table 6 shows the classification results for the hybrid defect
using the forest algorithm. The overall classification accuracy
of the random forest algorithm is 80%.

212670

TABLE 6. Classification accuracy of random forest algorithm for the
hybrid defect.

TP FP . F- ROC PRC
Defect rate rate  Precision Recall |peacure MCC  area  area
Protrusion
_ fixed Cu 0.850  0.200 0.810 0.850  0.829 0.651 0.935 0.940
Protrusion
— free 0.813 0.167 0.765 0.813  0.788 0.640 0.943 0.906
conducting
particle
Void — free

conducting 0.500 0.000 1.000 0.500  0.667 0.688 0.993 0.917
particle

Weighted
Average 0.800  0.167 0.811 0.800  0.796 0.650 0.944 0.924

TABLE 7. Confusion matrix table for hybrid defect.

Classified Defect

Protrusion — free

Void—free
Actual Defect Protrusion — conducting conducting
fixed Cu particle particle
Protrusion — fixed Cu 17 3 0
Protrusion — free
conducting 3 13 0
particle
Void-free
conducting 1 1 2
particle
Void-free particle [tk b bbb b !;< -
2
E
35
B Drotrusion-free particle
%
Protrusion-fixed Cu %»% O OO S S 0. S O bl

Protrusion-fixed Cu. Protrusion-free particle  Void-free particle

Hybrid defects

FIGURE 31. Confusion matrix plot for the hybrid defects.

TABLE 8. Classification result of hybrid defect.

Classification Instances Percentage
Correctly classified 32 80%
Incorrectly classified 8 20%

The confusion matrix for the classification of the hybrid
defect is shown in Table 7. Figure 31 illustrates the corre-
sponding plot for the confusion matrix. Table 8 represents the
summary of the classification result. The total percentage of
the correctly classified instances is 80%.

VOLUME 8, 2020



N. A. Muhamad et al.: Classification of PD Fault Sources on SFg Insulated Switchgear

IEEE Access

TABLE 9. Classification accuracy of random forest algorithm for the
material dependent defect.

TP FP F- ROC PRC

Class  rate rate Precision Recall measure MCC  area area

Fixed Al 1.000 0.050 0.889 1.000 0941 0.919 1.0001.000

Fixed Cu 0.950 0.000 1.000 0.950 0.974 0.919 1.0001.000
Weighted

Average 0.964 0.014 0.968 0.964 0965 0.919 1.0001.000

TABLE 10. Confusion matrix table for material dependent defect.

Defect Classification
Fixed aluminium Fixed copper
Fixed aluminium 8 0

Fixed copper 1 19

Fixed Cu | £
g
&
=
I
-
=%
&
|
E
=1
=

Fixed Al *\ e ]

Fixed Al Fixed Cu

Material denendant dafacts

FIGURE 32. Confusion matrix plot for material dependent defect.

TABLE 11. Classification result of material dependent defect.

Classification Instances Percentage
Correctly classified 27 96.4%
Incorrectly classified 1 3.6%

C. CLASSIFICATION OF MATERIAL DEPENDENT DEFECT
The detailed classification results of material dependent
defects using random forest algorithm is shown in Table 9.
The overall accuracy of the model is 96.4% (TP rate), which
shows the applied random forest has a very good performance
on the recognition of the material dependent defects.

Table 10 shows the confusion matrix of the classification
for the material dependent defects. The corresponding graph
of the confusion matrix is shown in Figure 32. The summary
of the classification results is shown in Table 11. The per-
centage of the correctly classified instances is 96.4%. Again,
it can be concluded that the applied random forest on the
recognition of material dependent defects has a very good
performance.

D. CLASSIFICATION OF ALL DEFECTS
The classification of all defects using the random forest
algorithm is shown in Table 12. The overall classification
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TABLE 12. Classification accuracy of random forest algorithm for all
defects.

TP FP . F- ROC PRC
Defect Rate  Rate Precision Recall Nvjeasure MCC  Area  Area
Free
conductin;1.000  0.011 0.800 1.000 0.889 0.890 1.000 1.000
particle
Protrusior
0.875 0.000 1.000 0.875 0.933 0.924 0.994 0.964
Void
1.000  0.000 1.000 1.000 1.000 1.000 1.000 1.000
Fixed Al
1.000  0.000 1.000 1.000 1.000 1.000 1.000 1.000
Protrusion
fixed Cu 0-850  0.079 0.739  0.850 0.791 0.734 0.906 0.843
Protrusion

free 0.688 0.000 1.000 0.688 0.815 0.804 0.790 0.782
conductin;

particle
Void-free
conductin;1.000  0.022 0.667 1.000 0.800 0.808 0.997 0.917
particle

Fixed Cu

0.900 0.039 0.857 0.900 0.878 0.845 0.966 0.923
Weighted
Average0'875 0.026 0.894 0.875 0.876 0.854 0.937 0.906

TABLE 13. Confusion matrix table for all defects.

Classification

Defect = BV FAI PFCu PFCP VFCP FCu
FCP 4 0 0 0 0 0 0 0

p 1 4 0 0 1 0 0 0
v 0 0 8§ 0 0 0 0 0
FAL 0 0 0 8 0 0 0 0
PFCu 0 0 0 o0 17 0 2 1
PECP 0 0 0 o0 3 110 2
VECP 0 0 00 0 0 4 0
FCu 0 0 0 0 2 0 0 18

FCP = Free Conduction Particle, P = Protrusion, V = Void, FAl = Fixed
Al, PFCu = Protrusion Fixed Cu, PFCP = Protrusion Free Conducting

TABLE 14. Classification result of all defects.

Classification Instances Percentage
Correctly classified 84 87.5%
Incorrectly classified 12 12.5%

accuracy (87.5%) shows that the applied random forest per-
forms very well at defects recognition.

Table 13 shows the random forest confusion matrix for all
defects. The corresponding graph of the confusion matrix is
shown in Figure 33. The summary of the classification results
is shown in Table 14. The total percentage of the correctly
classified instances is 87.5%. Therefore, we can conclude that
the applied random forest has a very good performance when
applied for the recognition of all defects.

VIi. COMPARISON OF CLASSIFICATION ACCURACY WITH
OTHER ALGORITHMS

Table 15 shows a comparison for the accuracy score of
eight classification algorithms when solo, hybrid, material
and all of the defects have applied for classification. The
tabulated accuracy results show the remarkable superiority
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FIGURE 33. Confusion matrix plot for all defects.

TABLE 15. Comparison of the classification accuracy of various
algorithms.

Algorithm Classification Accuracy (%)
Sole Hybrid Material All
defect defect dependent defects

Random forest 93.8 80.0 96.4 87.5
Decision tree 75.0 50.0 - 22.9
Decision stump 68.8 425 - 50.0
Decision table 81.3 425 - 58.3
The part 68.8 45.0 92.9 27.1
One rule 83.3 52.5 92.9 489
Multilayer perceptron 83.3 67.5 85.7 51.0

of Random Forest to identify the type of defect in all cate-
gories. To ensure the comparability of classification results,
all algorithms were carried out using the Weka tool. The
most important to consider in this table is the accuracy score
when all defects have classified, supposing that categories of
the defects are unknown, besides when the classes number
are diverse, the classification will be more complicated and
multiclass classification algorithm will be required.

An inspection for the results, by taking all defect category
as a reference to compare the reduction and increasing of
accuracy score. It can be concluded that Random Forest accu-
racy percent has less variation when compared to others. For
instance, the reduction difference between solo defect and all
defect was 6.3 percent from 93.8 to 87.5 which is small when
compared to other algorithms, taking into consideration the
very high accuracy score obtained by Random Forest. In the
same manner, there was an increase to 7.5 percent between
hybrid and all defect categories.

Furthermore, the algorithms used are diverse as tree-based
such as random forest, decision tree and decision stump, and
gradient-based such as multilayer perceptron and rule-based
algorithm such as one rule. This diversity provides a com-
parison for pattern recognition algorithms based on how
decision are made. For some algorithms, data are required
to be normalized or standardized, such as for distance-based
or gradient-based algorithms, which can highly influence the
results. However, for Random Forest, there is no scaling
required owing to the decision are made based on node split.
Hence, reducing the steps of data preprocessing.
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Moreover, Random Forest did not only show a higher
accuracy, but it also less prone to overfitting that may happen
in a decision tree, and able to predict new input data as
large number of trees are used to construct the algorithm.
In this article, the generated products have used as feature
parameters without considering specific gases as character-
istics quantities. However, Random Forest will use features
that have more information, providing dimensionality reduc-
tion feature during classification. Generally, as performance
metrics in this article, the accuracy score has shown the
suitability of Random Forest to classify a variety of defect
categories.

Other factors should also be considered when comparing
the performance of the classification algorithm, such as mem-
ory required, computational time, as well as the ability to be
used for a multi-class classification problem. However, these
can vary depending on the amount of dataset of the problem
applied. Also, more performance metrics can be utilized such
as sensitivity, precision and ROC curve to provide better
evaluation for the classification model.

VIil. CONCLUSION

The use of FTIR for gas analysis has enabled more
by-product gases to be detected. A total of twelve gas
by-products due to partial discharge activity in all defects
were detected. Arranged according to significance, these
are hexafluoroethane (C;Fg), sulphur dioxide (SO»), sul-
furyl fluoride (SO;F,), octafluoropropane (C3Fg), silicon
tetrafluoride (SiF4), thionyl fluoride (SOF;), carbon monox-
ide (CO), disulfur decafluoride (S;Fj¢), hydrogen fluoride
(HF), tetrafluoromethane (CF4), carbonyl sulphide (COS)
and tetrafluoride (SOF4). More gases detected help in detail
data for accurate faults classification, better diagnosis on GIS
condition. Indeed, by detecting more by product gases the
safety operation of the GIS can be ensure as the presence
of CO, COS, SiF4 and HF gases can be harmful to the GIS
system due to their flammable and corrosive nature.

The defect classification using 12-by product gases recog-
nition pattern have found that the type, number, concentra-
tion, and chemical stability of by-product gases are closely
correlated to the type of defect. Generally, the number and
concentration of the by-product gases increases with electri-
cal stress duration and the presence of the by-product gas and
its concentration can be said to be an indication of a fault
in GIS and the fault is harmful to the GIS. Further analyses
using pattern recognition with eight algorithms based on the
presence and concentration of the gas by-products were car-
ried out. The random forest algorithm based on these 12 by-
product gases had successfully recognises a given defect with
an accuracy of 87.5% for all defects algorithm which is far
better than others method as highlighted in Table 15 which
is 1.5 times better than the decision table algorithm (the 2"
highest percentage of accuracy). This research illustrates the
feasibility and applicability of an effective GIS diagnostic
using gas by-products analyses, in particular, using the ran-
dom forest pattern recognition.
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Furthermore, from the analyses using Waikato Environ-
ment for Knowledge Analysis (WEKA) workbench machine
learning and data mining, in particular, the random forest
algorithm of pattern recognition, the defect classification
of sole, hybrid, and material dependent were successfully
obtained with classification accuracies of 93.8%, 80%, and
96.4%, respectively. Therefore, the random forest algorithm
can be applied as a very good tool for pattern recognition and
prediction of multi-fault in a gas insulated system.
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