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ABSTRACT 

This paper presents a CPU-GPU architecture for 3-dimensional 

human head reconstruction. The CT scan images of human head 

are processed to get the surface points, before spline surface are 

fitted to the points. In the process, a step is chosen to be executed 

on the GPU which is the cumulative sum calculation. This is 

because this step executes high processing time in the CPU. The 

developed architecture is tested on various numbers of surface 

points between 20 to 5000 points. Then, the performance of the 

developed architecture is measured based on execution time, 

speedup and granularity.  The result shows that 3D human head 

reconstruction gives better performance by employing GPU in the 

process as compared to CPU, where the GPU execution time is 

3.08 faster than the CPU.  In terms of granularity, the computation 

time is 41.69 greater than the communication time. Therefore, the 

developed CPU-GPU architecture is suitable to be implemented 

for 3-dimensional human head reconstruction. 

CCS Concepts 

• Computing methodologies➝Parallel computing 

methodologies➝Parallel algorithms.  
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1. INTRODUCTION 
Real image reconstruction technique is continuously been 

improved due to the advancement of technology, and the demand 

of world. Medical image such as Computerized Tomography (CT) 

image requires high resolution of the rendered image, to ensure 

the related analysis can be done precisely. Since this type of 

image involved human or animal, the image will be complicated 

and consists of thousands of pixels. Therefore, huge memory, 

powerful processor, fast computational process and limited 

communication cost are required to handle this image [1, 2]. The 

burden of a processor can also be reduced by redesigning the 

algorithm for the whole process. One of the suitable design is by  

transferring some of sequential algorithms into parallel algorithms 

[3]. 

The aim of this paper is to design a CPU-GPU architecture in 3D 

human head reconstruction using spline and perform the 

computation on the developed architecture. Spline is chosen due 

to its properties which can produce smooth and accurate curve and 

surface. Few works can be found on parallelizing 3D image 

reconstruction. In [4] and [5], beta-spline is employed to generate 

the surface independently in several processors. The data can be 

easily distributed without worrying about the smoothness on the 

generated surface since cubic beta-spline has preserved G2 

continuity.  

GPU is Graphics Processing Unit, originally developed to 

accelerate graphical applications, but nowadays it also helps in 

computation. Modern GPUs consist of hundreds of cores can 

process thousands of threads [6]. The chosen GPU is Compute 

unified device architecture (CUDA) by NVIDIA introduced in 

2006, which allows users to use a GPU for general computing [7, 

8]. Although GPU is a powerful device, using GPU alone for a 

process may produce high execution time due to the 

communication time between threads. Therefore, CPU-GPU 

platform is preferred with task distribution according to the 

specific capabilities. Generally, serial portions are executed on the 

CPU, while parallel portions are executed on the GPU  to 

optimize the performance [9]. 

The illustration of GPU is given in Figure 1 [10]. 

 

Figure 1. GPU illustration. 

 

The host in the Figure 1 is the CPU, and GPU is the device. A 

GPU consists of grids, blocks and threads with their own ID. The 
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thread can communicate with other thread in a block by high-

speed shared memory, and other blocks by global memory [11].  

Parallelization system carried out in this paper is based on a 

conceptual framework proposed by [1] named as V-cycle as 

shown in Figure 2.  

 

Figure 2. Conceptual Framework. 

 

Based on the framework, the first process is the modelling 

complex system. In this paper, the modelling process is the 

preprocessing stage to extract the image outline from the original 

CT scan image as shown in Figure 3.  

 

 

Figure 3. CT scan image and the extracted outline. 

 

The surface points for image visualization are extracted from the 

outline in Figure 3. This is where the second step of V-cycle 

involved which is large scale numerical simulation. Each slice of 

CT scan images consists of hundreds of outline points. Thus, 

thousands of points are involved for the whole set of CT scan 

images. Figure 4 shows six samples of stacked CT scan images. 

 

Figure 4. Stacked CT scan images. 

 

All points for each slice are significant to be considered in image 

visualization to avoid misinterpretation of the image. Thus, large 

enough surface points must be extracted. The process for these 

huge amount of surface data is designed for parallel system, as in 

steps three to five in V-cycle. For verification and validation 

process for the developed CPU-GPU platform, it is based on 

execution time, speed up and granularity which is discussed in the 

result section. Finally, the visualization process is by rendering 

3D image of human head. 

The rest of this paper is organized as follows. Section 2 will 

discuss reconstruction process of 3D model of human head. Then 

in Section 3, the implementation of CPU-GPU algorithm will be 

elaborated. Result and performance analysis are presented in 

Section 4. This paper ends with conclusion in Section 5.  

2. 3-DIMENSIONAL HUMAN HEAD 

RECONSTRUCTION PROCESS 
This section discusses on the human head reconstruction process 

starting from extracted 2D image outline. All points are fitted with 

cubic spline curves,   ( ) where  

 

                                        ( )  ∑     ( )
 
                                 (1) 

 

Curve equation in (1) is the standard spline equation for degree   

with control points   , and basis function   ( ), and      . 

One of suggested spline to be used is beta-spline. This curve is 

built on G2 continuity condition that preserves the smoothness of 

the curves [12]. 

Then, required curve points are extracted from (1). This project 

considers 10 curve points per segment, and extracted as 

 

    (  )  ∑     (  )
 
     

where                  
( 1 ) 

 

Next step is calculation for distance between points,   . This step 

is important to extract the surface points afterwards. The distance, 

   is calculated as, 

 

   ‖       ‖ ( 2 ) 

 

Consequently, the distance from starting point    to the ith point 

  given as, ∑   
 
    called as cumulative distance. Finally, surface 

points,    are assigned when its cumulative sum satisfies， 

 

∑       

where    
  ∑  

                               (   )
. 

( 3 ) 

 

Total number of surface points (TTS) must be big enough to 

ensure the accuracy of the produce 3D image. This project 

considers 20, 50, 100, 500, 1000, 1500 and 5000 surface points 

for comparison. It is expected that 5000 surface points gives the 

best 3D image, but high execution time. Therefore, GPU is 

employed as the platform to reduce the time. The process is 

discussed in the next section. 

3. 3-DIMENSIONAL HUMAN HEAD 

RECONSTRUCTION ON CPU-GPU 

PLATFORM 
CPU-GPU platform is the collaboration of CPU and GPU in 

running the whole process. This collaboration is better than CPU-
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alone or GPU-alone, because the task is divided based on the 

capabilities of the CPU and GPU. the hardware used in this 

project are listed in Table 1. 

 

Table 1. Hardware specification 

Hardware Specification 

CPU Intel (R) XEON (R) (2.10GHz) 2 processors 

GPU NVIDIA Tesla K20c 

Max Thread Block Size = [1024 1024 64] 

OS Windows 10 64-bit 

Software MATLAB and C++ 

 

There are two elements of software used for computation part. 

Generally, the command code is written in MATLAB. But the 

GPU kernel is written using C++ language, and executed in 

MATLAB.  The task that will assigned to the GPU is decided 

based on its execution time on the CPU. Figure below shows the 

five highest execution time for 20 number of surface points, given 

by MATLAB profiler. 

 
Figure 5. Execution time for five (5) codes for 20 surface 

points given by MATLAB profiler. 

 

Figure 5 shows that the cumulative distance calculation needs the 

highest execution time which is 45.4% of total time, followed by 

the curve fitting process with 13.3%. Other three lines does not 

involve computation process. Therefore, this cumulative distance 

step will be executed in the GPU to reduce the execution time. 

The architecture of CPU-GPU is shown in the following figure.  

Figure 6 is the extended version of Figure 1, with specific steps. 

Step 1 until 3 are executed on the CPU. After that, the calculated 

distance,    is passed to the GPU by the kernel function to 

calculate the cumulative sum. The calculated cumulative sum is 

then passed back to the CPU for surface points extraction and 

rendering process in steps 5 and 6 respectively. The data passing 

process (CPU-GPU-CPU) must be also considered in the analysis, 

since it requires communication time. The analysis is given in the 

following section.   

4. RESULTS AND PERFORMANCE 

ANALYSIS 
The developed architecture in Figure 6 is applied to the whole CT 

images. In this paper, total of 99 slices are considered in image 

rendering. The rendered 3D images for 20, 50, 100, 500, 1000, 

1500 and 5000 surface points per slice are given in the following 

Figure 7. 

 

Figure 6. The CPU-GPU architecture for six (6) processes 

with one kernel. 

 

   

(a) 20 (b) 50 (c) 100 

   

(d) 500 (e) 1000 (f) 1500 

 

(g) 5000 

Figure 7. Rendered 3D images with different number of 

surface points. 

 

It is to be highlighted that the stated surface points are for one 

slice. A set of human head has 99 slices, therefore the total  

HOST (CPU) DEVICE 

(GPU) 

(GPU) 

Kernel  

Step 1: Cubic spline curve fitting, 𝐹(𝑡) 

Step 2: Curve Points Extraction, 𝑝𝑖 

Step 3. Distance between Points Calculation, 

𝐷𝑖 

Step 4: Cumulative distance calculation, ∑𝐷𝑖 

Step 5: Surface points extraction, 𝑆𝑖 

Step 6: Surface rendering 
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amount of considered surface points is as minimum as 20 × 99 

points and as maximum as 5000 × 99 points. For small amount of 

surface points which are 20, 50, 100, the improvement of the 

quality of generated 3D image can be observed. The features of 

human head especially the face becomes clearer as the number of 

surface points are increased. For 500 surface points and above, the 

improvement can be observed on the ear area. Human’s ear is a 

very complicated part to be generated since it involved many 

curves. Figure 8 shows an example of human ear area of a CT 

image slice.  

  

Figure 8. Example of human ear area from a CT image. 

 

The ear area in the figure has a lot of curves. Thus, the number of 

surface points of human head must be big enough to represent 

each point of the ear.  

The developed method is also been analyzed for its parallel 

performance. In this paper, the analysis of execution time, speed 

up and granularity is presented. The execution time for each 

number of surface points is given in the following figure. 

 

Figure 9. Execution time for cumulative sum for different 

number of surface points. 

 

From Figure 9, the execution time is stable for all numbers of 

surface points with average 37.11s for CPU and 12.05 for GPU.  

Thus, the average speed up given as CPU time per GPU time is 

3.08 which means that with the assistance of GPU, the execution 

is 3.08 time faster. 

As mentioned before, the data passing between CPU and GPU 

requires communication time. It is an important factor and related 

to the dependencies between objects [13]. Communication time 

for cumulative distance process is given by Figure 10. 

 

Figure 10. Execution time for each line for GPU for 20 surface 

point. 

 

Figure 10 shows time for cumulative summation calculation using 

GPU. Command lines in the dashed box show the computation 

time. Other lines are communication time whether data passing 

CPU-GPU or otherwise. Communication and computation time 

give the granularity of the GPU which is computation time per 

communication time. The granularity is 41.69, thus computation 

time is 41.69 higher than the communication time. In designing 

CPU-GPU architecture, the granularity must be big enough to 

ensure it is worth to use the GPU.  

5. CONCLUSION 
The CPU-GPU architecture for 3D human head reconstruction is 

presented in this paper. The result shows that by employing the 

GPU, the performance can be improved in terms of speedup and 

granularity. In this human head case, CPU still can avoid as much 

as 5000 × 99 of surface points. However, it might be out of 

memory for a larger amount of data. Thus, the purpose of GPU is 

not only to speed up the execution process, but also to handle 

large amount of data that cannot be afforded by CPU alone. For 

future improvement, more kernel will be included in the 

architecture. Additionally, multiple GPU devices can also be used 

for the whole process.  
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