
Technical Note

Journal of Intelligent Material Systems
and Structures
2019, Vol. 30(11) 1727–1742
� The Author(s) 2019
Article reuse guidelines:
sagepub.com/journals-permissions
DOI: 10.1177/1045389X19844007
journals.sagepub.com/home/jim

Prediction of field-dependent
rheological properties of
magnetorheological grease using
extreme learning machine method

Irfan Bahiuddin1,2 , Nurul AA Wahab1, Mohd I Shapiai1, Saiful A Mazlan1,
Norzilawati Mohamad1 , Fitrian Imaduddin3 and Ubaidillah3

Abstract
Magnetorheological grease is seen as a promising material for replacing the magnetorheological fluid owing to its higher
stability and the lesser production of leakage. As such, it is important that the rheological properties of the magnetor-
heological grease as a function of a composition are conducted in the modeling studies of a magnetorheological grease
model so that its optimum properties, as well as the time and cost reduction in the development process, can be
achieved. Therefore, this article had proposed a machine learning method–based simulation model via the extreme
learning machine and backpropagation artificial neural network methods for characterizing and predicting the relation-
ship of the magnetorheological grease rheological properties with shear rate, magnetic field, and its compositional ele-
ments. The results were then evaluated and compared with a constitutive equation known as the state transition
equation. Apart from the shear stress results, where it had demonstrated the extreme learning machine models as hav-
ing a better performance than the other methods with R2 more than 0.950 in the training and testing data, the predicted
rheological variables such as shear stress, yield stress, and apparent viscosity were also proven to have an agreeable
accuracy with the experimental data.
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1. Introduction

Magnetorheological (MR) grease belongs to a smart
materials class, where the millisecond changes on their
controllable and reversible rheological properties can
be modified by using the magnetic field as an external
stimulus, where it causes the micron size magnetic parti-
cle to build a chain-like structure within the grease as
the carrier fluid (Choi et al., 2014; Xu et al., 2018).
Apart from overcoming the drawbacks of the MR
fluid’s weak stability and leakage issues (Shilan et al.,
2016), the use of MR grease was also developed to
abate the sedimentation issue of the hydrocarbon oil in
the MR fluids. The MR grease had prevented the fall-
ing of the carbonyl iron particles (CIPs) despite the den-
sity mismatch between the particle and the carrier fluid.
To improve the materials performance and understand
the behavior, some works have investigated the influen-
cing factors of the material composition, such as the
addition of weight percentage on the CIPs (Mohamad
et al., 2016), the utilization of the medium oil as an

additive (Kim et al., 2012), and the effect of various
particle shapes (Mohamad et al., 2018; Wei et al.,
2012). From the obtained results, the mechanism and
correlations between the compositions and the MR
grease were found to have exhibited a complex pattern
or behavior, particularly on the composition effect
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toward the shear and yield stress as well as the apparent
viscosity. Since material development is not only time-
consuming but also requires an enormous amount of
workforce and cost material, the introduction of a con-
stitutive model can, therefore, be used as a tool in expe-
diting the development process.

For this reason, the model that is to be developed
has to be able to significantly capture the behavioral
changes of the MR grease materials such as the volume
fraction (Jung et al., 2016; Varela-Jiménez et al., 2015)
as well as the operating variables like those of shear
rates and magnetic fields (Mohamad et al., 2018). In
other words, the model formulation has to be devel-
oped based on the intended applications such as those
of rheological characterizations (Cvek et al., 2016;
Ghaffari et al., 2015) and control designs (Chang and
Zhou, 2002). Although the same Bingham plastic and
Herschel–Bulkley models had been utilized from those
in the MR fluid (Ghaffari et al., 2015), these models
were nevertheless modified in the study of the MR
grease properties. Generally, the MR grease can be
classified as a thixotropic material or semi-solid MR
material and with an initial yield stress at off-state con-
dition (without applied magnetic field) (Mohamad
et al., 2016). It has the tendency of exhibiting a non-
Newtonian fluid trait as opposed to the Newtonian
characteristic shown by the MR fluid at off-state condi-
tion. For example, although the previous studies had
tried to accommodate for the composition parameters
of the MR materials (Varela-Jiménez et al., 2015), the
model has difficulty in estimating other variables for
rheometer characterization such as viscosity, shear
stress, and shear rate, because the model directly pre-
dicts the yield stress. For this reason, one of the possi-
ble ways of solving this issue can be through the
introduction of a flexible model with a capability for
duplicating the highly non-linear material behavior.

Machine learning is not only proven to be a power-
ful tool for learning the material properties of the
experimental data as well as to predict the unlearned
data (Mueller et al., 2016; Zhang and Friedrich, 2003),
but is also widely used in the study of the MR materials
(Imaduddin et al., 2017; Wang and Liao, 2005). The
methods can be selected from the existing studies, such
as backpropagation artificial neural network (BP-
ANN) (Shahriar and Nehdi, 2011; Vani et al., 2015),
support vector regression (SVR) (Liu and Chen, 2013;
Liu et al., 2014), extreme learning machine (ELM) (Jin
et al., 2017; Zheng et al., 2017), and deep learning (DL)
(Liu et al., 2017, 2018). ELM (Jin et al., 2017; Zheng
et al., 2017) is known for its shorter training time as
well as its better accuracy (Li et al., 2016; Zheng et al.,
2018) and generalization levels than the conventional
SVR and BP-ANN methods (Huang et al., 2011, 2015).
On the other hand, DL is known for its capability to
predict a complex behavior of a system with higher
training time than ELM because the DL algorithm tries

to adjust all layers and usually involves multilayer hid-
den nodes neural networks (Tang et al., 2015, 2016).
With those advantages, ELM has been applied in MR
liquids (MR fluid and grease) utilizing ELM to predict
the shear stress as a function of magnetic, shear rate
(Bahiuddin et al., 2017, 2018a, 2019), and temperature
(Bahiuddin et al., 2018b).

However, the study on the model formulation MR
grease as a function of composition, especially CIPs
concentration, using machine learning technique has
not been reported yet as the authors’ best knowledge.
In the machine learning application of other materials
that predict viscosity (Zheng et al., 2017) and shear
stress (Khozani et al., 2017), the models have not cov-
ered magnetic field as one of the inputs. Furthermore,
some materials have different properties when com-
pared to MR liquids, such as viscoelastic and solid
materials (Bobbili et al., 2014; Jin et al., 2017).
Therefore, the technical novelty of this study had been
the proposed use of an ELM and BP-ANN-based con-
stitutive model in the prediction of the MR grease
rheological properties as a result of the composition
effects. The normalization of the ELM inputs through
the use of a logarithm equation as opposed to the linear
normalization method also has been investigated. The
platform also accommodated the prediction of the
shear stress, shear yield stress, and apparent viscosity
based on rotational rheometer test. The discussion will
begin by describing the primary indicator of grease per-
formance, which is then followed by the modeling con-
cept, material properties, material preparation, and
finally, the setting up of the model.

2. The existing models and performance
indicator of MR grease

2.1. The existing models of MR grease

Since both the MR grease and fluid possess many simi-
larities with regard to the characterization methods and
material behavior, the prediction on the MR grease’s
rheological behavior can, therefore, be carried out by
adopting the rheological models used in the MR fluid
models. The most common model that is used for the
MR fluid had been the Bingham plastic (Ghaffari et al.,
2015), which is expressed in equation (1)

t = ty +h _g for t.ty ð1Þ

where t is the shear stress, ty is the yield stress, h is the
plastic viscosity, and _g is the shear rate. However, the
Bingham plastic is often regarded as being a simple
model, where its accuracy level is only restricted to
either the low or high shear rate ranges (Ghaffari et al.,
2015). For this reason, several rheological models such
as the Herschel–Bulkley (Farjoud et al., 2008), Casson
(Papanastasiou and Boudouvis, 1997) and the
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Robertson stiff (Cvek et al., 2016) had attempted to
overcome the shortcomings by adding one more para-
meters in their respective equations. While the Casson
model (Papanastasiou and Boudouvis, 1997) had been
similar to that of the Herschel–Bulkley, the Robertson-
stiff model (Cvek et al., 2016) however, was found to
have produced a better accuracy level than the
Herschel–Bulkley model. There were also other
researchers who had proposed using different models
by separating the equation according to the critical
shear rate value ( _gc) and dividing the shear rate into
two different regions. For example, biplastic Bingham
(Dimock et al., 2000, 2002) has used Bingham plastic
equation for both lower and higher than critical shear
rates. Another similar model with biplastic Bingham is
biviscous model (Choi et al., 2005) by assuming the
fluid behaves like a Newtonian fluid at a low shear rate
and a non-Newtonian fluid at a high shear rate.
Papanastasiou (1987) also tried to form a model by
defining a single equation that consists of equations for
low and high shear rate region.

It is noted that all models have a similarity with
Bingham plastic model, which are shear stress as the
output and shear rate as the input. The two variables
are the essential variables in a flow curve as the mea-
surement results from the rheometer test. The other
model to predict MR grease/gel behavior as a function
of the additional variables other than shear rate is a
model that includes temperature to predict the yield
stress (Sahin et al., 2009). If the model is required to
include a composition as one of the inputs, another
existing or a new model needs to be adopted.

The models that are capable to accommodate weight
percentage of magnetic particles as an input can be
considered rare (Jung et al., 2016; Sahin et al., 2009).
For example, Varela-Jiménez et al. (2015) developed an
MR fluid model to predict yield stress as a function of
magnetic field and volume fraction called state transi-
tion equation (STE). This model was derived based on
the concept of state transition when the MR fluid
changes from liquid to semi-solid state. The mathemati-
cal expression of the model is shown at equation (2)

ty= 1+
B

au2 +bVu+l

� ��BMRF

" #�1
4

5
5
2

j 3ð Þum0M2
s

� �
ð2Þ

where B is the magnetic field; BMRF is a constant fitted
based on the experimental data of the volume fraction
as a function of magnetic field; a, bv, and l are the
polynomial constant representing the magnetic field
characteristics when 50% of the state transition occurs;
u is the volume fraction; m0 is the permeability of
vacuum; Ms is the saturation magnetic field of the
material used as particles; and j(3) is a constant deter-
mined by Ginder et al. (1996).

Despite the various developed MR fluid models, the
Bingham plastic (equation (1)) and the temperature-

dependent models were the only models used in the
characterization and modeling of the MR grease
(Mohamad et al., 2016; Sahin et al., 2009), where the
obtained plastic viscosities and yield stress of the MR
grease samples could be used in the justification of the
material behavior. On the other hand, a pioneer model
that accommodates the composition factor such as the
volume fraction can also be adopted from equation (2)
as a way of comprehending the MR grease behavior.
However, this model not only requires detailed material
information in the estimation of its supplementary con-
stants (Jung et al., 2016; Varela-Jiménez et al., 2015) but
also requires the involvement of multiple fitting pro-
cesses. It is also important to note that although a possi-
ble new equation to predict the shear stress as a function
of shear rate can be derived by combining the model with
the Bingham plastic as suggested by Varela-Jiménez
et al. (2015), the combined model would still inherit the
existing disadvantages of the Bingham plastic model.
Furthermore, since the model had been developed based
on the MR fluid’s quasi-liquid to quasi-solid state and
with on-state magnetic fields condition, the sigmoidal
behavior that was observed in the MR fluid transition
may not be suitable for the study of MR grease with
semi-solid-state properties at an off-state condition.

2.2. MR grease performance indicator

The rheological properties of MR grease and its correla-
tion with magnetic fields are usually carried out using rota-
tional and oscillation test (Mohamad et al., 2016). From
the rotational test, the primary obtained data in a flow
curve form consist of shear stress as a function of shear
rate. From the data, the derived variables can be gathered,
such as dynamic yield stress, apparent yield stress, appar-
ent viscosity, plastic viscosity, and so on. Meanwhile, from
oscillation test, storage modulus and loss modulus as a
function of shear strain, frequency, and magnetic fields
can be obtained. This article focuses on modeling based
on the data from the rotational test method.

One of the main results of the characterization using
rotational test is shear stress as a function of shear rate.
From the shear rate, the dynamic yield stress can be
obtained. Dynamic yield stress is a critical value of the
applied stress to make the material to flow and con-
tinuously break the chain-like structure (De Vicente
et al., 2011). In a mathematical equation, the relation
can be described as in equation (3)

t = f (ty,h, _g), _g = 0 for tj j\ty ð3Þ

where t is the shear stress, ty is the dynamic yield
stress, _g is the shear rate, and h is the plastic viscosity
(Marinică et al., 2016). The function (f (ty,h, _g)) can be
Bingham plastic (Ashtiani et al., 2015; Mohamad et al.,
2016), Herschel–Bulkley (Marinică et al., 2016), or oth-
ers (Ghaffari et al., 2015). In addition, yield stress can
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also be determined using Bingham plastic model on a
selected shear rate ranges (Sherman et al., 2015; Shilan
et al., 2016). In MR damper applications, yield stress rep-
resents the damping force of an MR damper
(Gurubasavaraju et al., 2017; Xu et al., 2015), while in
MR brake and clutch, yield stress represents the produced
torque (Bucchi et al., 2015; Karakoc et al., 2008). The
higher the yield stress, the higher the device performance.
The correlation between yield stress and magnetic field is
also proportional within a specific magnetic field range.

Another variable to measure MR grease performance
is the MR effect (Mohamad et al., 2018; Yunus et al.,
2016). The MR effect is calculated based on the storage
modulus. From the indicator of MR effect, the signifi-
cance of magnetic fields to the material properties to store
mechanical energy can be easily observed with a percent-
age unit. However, the MR effect can only be obtained
using the oscillated test to determine the viscoelastic prop-
erties of the material. Thus, a similar method to obtain
the magnetic effect on the yield stress of MR grease can
be derived based on the rotational test results. Yield stress
range is the possible parameter to represent the MR effect
using the expression in equation (4)

Ety,B = ty,B � ty, 0 ð4Þ

where Ety,B is a yield stress range to represent the mag-
netic field effect B toward yield stress, ty, 0 is the yield
stress at the off-state condition, and ty,B is the yield
stress at a magnetic field of B. If ty, 0 is significantly
smaller than ty,B, ty, 0 can be neglected leaving ty,B only
to measure the performance of an MR grease.

3. The modeling platform

The MR grease performance can be measured by its
primary measurement variable of shear stress in a typi-
cal rotational test (Mohamad et al., 2018; Shilan et al.,
2016) as well as the derived parameters of yield stress,

plastic viscosity, and apparent viscosity from the
obtained primary measurement variables. The model-
ing objective is to obtain the correlation between the
compositions and the MR grease performance. Hence,
the system can be formulated either as a simple equa-
tion that describes the performance indicator as a func-
tion of compositions, but with a compromise on the
shear rate and shear stress information, or through the
use of two models in the prediction of two indicators
or output. Therefore, the best way of simultaneously
predicting the primary variables and derived para-
meters as a function of compositions would be to use
the proposed framework as shown in Figure 1(a).

As such, the proposed framework had been divided
into two parts, namely the shear stress model for pre-
dicting the shear rate from the primary variables and the
post-processing construct for the derived parameters. In
other words, this model is treated as a constitutive equa-
tion with the additional magnetic field and composition
inputs, where the rotational test of the model as shown
in Figure 1(b) had consisted of at least three inputs
(shear rate, magnetic field, and solid weight percentage)
and with one output variable (shear stress).

In the second part of the model, the post-processing
construct as shown in Figure 1(a) was used to calculate
the derived parameters such as the yield stress and appar-
ent viscosity. Under this construct, the yield stress was
calculated by fitting the Bingham plastic model into the
estimated shear stress according to a ‘‘yield stress cri-
teria,’’ which will be further elaborated under section 3.2.

This model is not only easily scalable but also can be
extended to the other inputs. The configuration had
also offered the advantage for the material scientist to
observe and duplicate the effect of the shear rate to the
shear stress and in the prediction of the possible conse-
quences exhibited by the MR grease.

(a) (b)

Figure 1. The proposed modeling configuration: (a) the overall system and (b) the main model.
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3.1. Shear stress model

A neural network was structured with log10( _gi), mag-
netic field (Bi), and weight percentage of CIPs (wt, i) as
the model inputs and shear stress (tp, i) as the
output. The general function can be expressed as in
equation (5)

tp, i = f Bi, _gi,wt, ið Þ ð5Þ

Although other alternative inputs can be selected,
such as temperature (T), strain rate (gi), and frequency
(f), Bi, _gi, and wt, i were selected with their own specific
reason. _gi is preferable because this research focuses to
replicate the flow curve characteristic of an MR grease.
Bi is selected because the mechanical behavior of MR
materials is mainly affected by magnetic fields. For
composition, the inputs can be volume fraction of the
CIPs (vf , s) or wt, i. The both inputs are assumed to be
interchangeable. The output can be shear stress (tp, i) or
yield stress (ty, i) or apparent viscosity (ha, i). However,
the direct prediction of ty, i means the loss information
of shear stress and apparent viscosity. Hence, tp, i was
selected as primary output, while ty, i and ha, i were pre-
dicted as derived variables

ELM and BP-ANN methods were selected in order
to obtain the shear stress model. Both models have sim-
ilar basic neural networks called single-hidden layers
feedforward neural network (SLFN) containing three
layers, which are input, hidden node, and output layers.
The SLFN parameters are weighting inputs (wj) in
input layer, biases (bj), and activation functions Gj(.) in
the hidden node layer, and weighting outputs (bj) in the
output layer. The full form of SLFNs can be observed
in Figure 1(b) with the mathematical relationship as
expressed in equation (6)

tp, i Bi, _gi,wt, ið Þ=
XL

j= 1

Gj wj, bj, Bi, _gi,wt, i

� �
bj

=
XL

j= 1

hj, i(Bi, _gi,wt, i)bj

ð6Þ

where i is the variable at i th sample, L is the hidden
nodes number, and j is the parameter or variable at the
j th hidden node.

The logarithm normalization is needed to be carried
out for the inputs of the training data. Therefore, the
data can be scaled between 0 and 1. The normalization
method for the shear rate and magnetic fields are
expressed as follows

x1, i =
log _gexp, i

� �
� log _gminð Þ

log _gmaxð Þ � log _gminð Þ ð7Þ

x2, i =
Bexp, i � Bmin

Bmax � Bmin

ð8Þ

x3, i =
wt, exp, i � wt,min

wt,max � wt,min

ð9Þ

where x1, i, x2, i, and x3, i are the first, second, and third
input of the SLFNs, respectively. exp, min, and max are
the experimental data, the minimum value of the mea-
sured variables, and the maximum value of the mea-
sured variables, respectively.

The BP-ANN training was carried out using neural
networks toolbox (nntoolbox) in MATLAB. Lavenberg
Marquardt (LM) is selected as the training algorithm
because in another similar case the algorithm has shown
its superiority compared to other algorithms provided
by MATLAB (Rabbani et al., 2017). The activation
function is sigmoid. Meanwhile, the ELM algorithm
has some steps (Huang et al., 2011). The first step is
randomly assigning wj and bj using a random continu-
ous function, such as Gaussian distribution. The second
step is calculating the value of hidden node output at
jth hidden node number and i th sample (hj, i(B, _g,wp))
for all hidden nodes or determining the hidden node
output matrix (H) as expressed in equation (10)

H=

g w1, b1,B1, _g1,wp, 1)
� �

. . . g wL, bL,B1, _g1,wp, 1

� �
..
.

� � � ..
.

g w1, b1,BN , _gN ,wp,N

� �
. . . g wL, bL,BN , _gN ,wp,N

� �
2
64

3
75

N3 L

ð10Þ

where N is a number of samples. The last step is deter-
mining the output weight matrix (b) that is defined by
equation (11)

b=HyT; T =
T1

. . .
TN

2
4

3
5, b=

b1

. . .
bL

2
4

3
5 ð11Þ

where T is the measured shear stress as the target for
the training process, and Hy is Moore–Penrose general-
ized inverse of matrixH (calculated using singular value
decomposition (SVD) method) (Huang et al., 2012).

The activation function or G(:) can be selected from
one of the existing equations, such as hard limit, sine,
sigmoid, and radian basis (Bahiuddin et al., 2017; Tang
et al., 2015). The hard limit, sigmoid, and sine or sinu-
soid function are expressed as in equations (12) to (14),
respectively

gj wj, bj, x
� �

=
1, if wj:x+ bj ø 0

0, if wj:x+ bj\0

�
ð12Þ

gj wj, bj, x
� �

=
1

1+exp � wj:x+ bj

� �� � ð13Þ

gj wj, bj, x
� �

= sin wj:x+ bj

� �
ð14Þ

where wj and bj are the jth hidden node weight input
and bias. x consists of the defined inputs, which are
log10( _gi), magnetic field (Bi), and weight percentage of
CIPs (wt, i).
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3.2. Derived parameter estimation

Yield stress and apparent viscosity can be considered as
derived parameters. Yield stress was calculated using
Bingham plastic equation, as expressed in equation (1).
By fitting the equation to the designated experimental
data of a flow curve data set, the yield stress can be esti-
mated. For example, Figure 2 shows a set of flow curve
data (solid line) of shear stress as a function of shear
rate. If the designated experimental data for Bingham
plastic fitting is the data between _g1 and _g2, yield stress
(ty) can be obtained when a Bingham plastic equation
(dash red line) is fitted to the data. The mentioned
‘‘yield stress criteria’’ is the shear rate range determined
by the user that will be utilized as a reference to predict
yield stress (Leong et al., 2016; Shilan et al., 2016).
Meanwhile, the apparent viscosity (h) is calculated
using equation (15)

h=
t

_g
ð15Þ

4. Experimental and simulation setup

4.1. Material preparation

The typical composition of MR grease consists of the
magnetic particle and suspension medium. The CIPs
were obtained from BASF Germany, type of OM. The
particles have specifications with an average size of
5 mm, density of 7.874 g cm23 and spherical shape
form. The suspension medium is commercial grease
with NLGI 3 code NPC Highrex HD-3 produced by
Nippon Koyu Ltd, Japan, with density about 0.92 g
cm23. The mixing process was divided into two stages.
The first process is the plain grease preparation by stir-
ring the grease for 5 min. In the second process, the
CIP was suspended in the medium or grease and stirred
about 2 h. The sample was varied into five different
compositions, by changing the CIP weight percentages.
The variations are MR grease with CIPs content of
10% of the total weight or 10 wt% (MG10), 30 wt%
(MG30), 50 wt% (MG50), 70 wt% (MG70), and
80 wt% (MG80). The equivalent volume fractions of
the CIPs are 0.013, 0.048, 0.105, 0.214, and 0.319,
respectively.

4.2. Rheological characterization

The rheological characterization is carried out using
parallel-plate rheometer (Anton Paar, MCR 302)
equipped with MRD 70 and PP-20 mm measurement
tools (rotor with 20 mm plate). The target of the rota-
tional measurement is to obtain the flow curve (shear
stress as a function of shear rate) at various magnetic
fields. Each data set was obtained by making sure the
data has consistency while repeats the same

configuration and materials three times. The magnetic
fields were varied at 0, 0.17, 0.37, 0.50, 0.77, and 0.90
Tesla, while the shear rates data were set between 0 and
2000 s21 with data sampling setting on the logarithmic
ramp. However, some of the data cannot reach a shear
rate of 2000 s21 because of the limitation of the allow-
able torque of the rheometer motor. For example, the
shear rate for MG80 at 0.77 and 0.90 Tesla can only
reach about 200 and 400 s21, respectively. Therefore,
the rheological properties of MG80 are only utilized as
training data for the learning material of the proposed
model. Meanwhile, for the benchmark of the yield
stress prediction, the utilized data sets are for all sam-
ples except for MG80.

4.3. Data sets

The total number of the samples, N, is 900 points con-
sisting of 30 different data sets. Each data set represents
a flow curve with different weight percentages of CIP
and magnetic fields. The data sets were divided into
two parts, which are ‘‘modeling’’ and ‘‘testing’’ data sets
that can be observed further in Table 1. In order to
build the model, two parts of the modeling data sets
consisting of train and validation were predefined. The
training data were selected randomly with 80% of the
modeling data population are used to train the shear
stress model; therefore, the data sets can be denoted as
Tr. The validation data are 20% of the modeling data
to check the model performance with the value of the
input near to the training data ranges. This testing data
were also denoted as Ts1. Meanwhile, the other type of
testing data sets or ‘‘unlearned’’ data were utilized to
evaluate the generalization capability of the model to
predict the data with the input values far or outside of
the training data ranges. The unlearned data were
divided into three cases, which are the fixed magnetic
field value (Ts2), the fixed solid weight percentage of
CIPs value (Ts3), and the combination of Ts2 and Ts3,
namely Ts4. The function of Ts3 is to check the gener-
alization capability of the model to predict the effect of

Figure 2. Illustration of the defined yield stress using Bingham
plastic model.
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various unknown compositions at a fixed magnetic
field value. While Ts2 focuses on the evaluation of vari-
ous unknown magnetic fields effect at a fixed composi-
tion value, Ts4 can be considered as the summary of
the unlearned data including Ts2 and Ts3.

4.4. ELM parameters for simulation

The complete set up of the shear stress model, BP-
ANN, and ELM algorithm are discussed in this sec-
tion. The hidden node numbers of ANN were varied
from 10 to 50 with sigmoid activation function. The
simulations were carried out 20 times and the averages
accuracy was recorded and compared with the accuracy
of the ELM. Meanwhile, the hidden node number of
ELM (L) was varied from 10 to 50,000. The applied
activation functions for ELM are hard limit, sinusoid,
and sigmoid as defined in equations (12) to (14), respec-
tively. The continuous distribution to assign the weight
inputs and biases of SLFN of the ELM models is
Gaussian distribution continuous function. The input
data for ELM and ANN were normalized using a loga-
rithmic scale for shear rate and linear scale for the
other inputs. Then, the input weight and bias were
determined using a continuous function, Gaussian
distribution.

The model performance is measured based on root
mean square error (RMSE) and the coefficient of deter-
minant or correlation factor (R2), which are expressed
in equations (16) and (17), respectively, where te, tp,
and tmean are the measured, predicted, and mean of the

shear stress data, respectively. Meanwhile, N is the data
number in a data set

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i te � tp

� �2

N

s
ð16Þ

R2 = 1�
PN

i tp � te

� �2PN
i te � te,meanð Þ2

ð17Þ

5. Results and discussion

5.1. Predicted shear stress evaluation

The performance of the proposed model is then evalu-
ated by comparing the shear stress values of the model
with the actual measured data and rheological charac-
teristics through the use of both the training and
unlearned data of two various data sets, namely, the
magnetic fields and CIP weight percentages. The accu-
racy levels of the various techniques that were used in
the training and testing data sets are shown in Table 2.
As seen from the table, the BP-ANN models that were
configured at 15 (BP-ANN 15) and 25 (BP-ANN 25)
hidden node numbers had exhibited a high training but
low testing accuracy levels, particularly at the unlearned
weight percentage (Ts3), hence denoting the possibility
of a model overfitting issue (Zhang and Friedrich,
2003). As for the ELM, this model was found to have
produced the least error in both the training and testing
stage of its activation function of hard limit (ELM-
HL), specifically for all the unlearned magnetic field

Table 1. The data sets for training and validation.

Data sets Population Weight percentage
(wt%)

Magnetic fields
(Tesla)

Remark

Training data 1 (Tr) 480 10, 30, 50, 80 0, 0.17, 0.37, 0.77, 0.9 Training data sets consisting of 80% of the
modeling data

Testing data 1 (Ts1) 120 10, 30, 50, 80 0, 0.17, 0.37, 0.77, 0.9 Validation data sets consisting of 20% of the
modeling data

Testing data 2 (Ts2) 150 10, 30, 50, 70, 80 0.50 Unlearned data for fixed magnetic field
Testing data 3 (Ts3) 180 70 0, 0.17, 0.37, 0.5, 0.77, 0.9 Unlearned data for fixed weight percentage
Testing data 4 (Ts4) 300 10, 30, 50, 70, 80 0, 0.17, 0.37, 0.5, 0.77, 0.9 Combination of testing cases of Ts2 and Ts3

Table 2. The accuracy of the proposed model at various data sets for ANN and ELM models.

Data ANN 15 ANN 25 ELM-HL ELM-Sin ELM-Sig

RMSE (kPa) R2 RMSE (kPa) R2 RMSE (kPa) R2 RMSE (kPa) R2 RMSE (kPa) R2

Tr 0.560 0.999 0.475 0.999 0.001 1.000 1.613 0.994 2.079 0.989
Ts1 0.623 0.999 0.721 0.999 0.700 0.999 1.804 0.993 2.275 0.988
Ts2 6.056 0.861 3.627 0.950 3.715 0.948 3.473 0.952 3.926 0.943
Ts3 8.037 0.836 7.294 0.865 3.797 0.968 5.081 0.906 5.812 0.876
Ts4 7.204 0.852 5.916 0.900 3.760 0.962 4.423 0.928 5.043 0.909

ANN: artificial neural network; ELM: extreme learning machine; RMSE: root mean square error; HL: hard limit.
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(Ts3) and unlearned data (Ts3). During the testing stage
for the unlearned magnetic field (Ts2), the ELM with a
sine activation function (ELM-Sin) was found to have
provided the best accuracy level since the rest of the
models had exhibited R2 values exceeding that of 0.900.
In general, the ELM models had not only provided a
relatively better accuracy level for the testing data than
the ANN 15 and ANN 25, but it was also proven to
have a better generalization capability than the ANN
models (Huang et al., 2012). For these reasons, the
ELM was selected as part of the proposed platform’s
performance analysis.

The graphical evaluations of the model performance
for the various magnetic fields and different CIP weight
percentages of the training data sets are shown in

Figures 3 and 4, respectively. On the whole, it can be
concluded that the model had matched the shear stress
characteristic, particularly at the post-yield or high
shear rate regions. The model had not only identified
the pattern of the rheological properties at various
magnetic fields and CIP weight percentages through
the comparison of the measured data and the simulated
outputs, the shear stress data of the simulation outputs
and experimental results had also exhibited the same
visual pattern at the pre-yield or low shear rate regions.
Before looking into the detail of the model’s capability
for replicating the rheological behavior of different
materials, it would be best to analyze how the proposed
model had fared in its ability for reproducing the fun-
damental behavior of MR grease at different magnetic

Figure 3. The comparison between the experimental and ELM HL simulation results of the training data (Tr) for various magnetic
fields at (a) MG50 and (b) MG10.

Figure 4. The comparison between the experimental and ELM HL simulation results of the training data (Tr) for various weight
percentage of CIPs at (a) 0.77 Tesla and (b) 0.30 Tesla.
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field levels. As shown in Figure 3, the presence of a
higher magnetic field had led to a higher shear stress
caused by the stronger interaction among the aligned
magnetic particles. The effects of the different composi-
tions on the material performances were also success-
fully replicated as those shown in Figure 4. Since an
increased MR effect from the higher shear stress had
been observed from those with higher CIP weight per-
centages, this implies that the single model had been
able to replicate the behaviors of field-dependent MR
grease at different compositions and magnetic field lev-
els. It is interesting to note that the MR grease, unlike
that of the MR fluid, has an initial yield stress at the
off-state condition, where the addition of CIPs was
found to have improved both the yield stress (ty,B) and
off-state yield stress (ty, 0) simultaneously, with the lat-
ter resulting in a smaller value of Ety,B. From the design
application point of view, the ideal value of the initial
yield stress should be as small as possible so as to
accommodate for the wider operating range of the
device.

The acceptance of the ANN model would generally
depend on its performance in the shear stress prediction
of the unlearned data. According to the ELM theory,
the model is deemed to have a generalization capability
if the accuracy level of the unlearned data is located
out of the training data range. As such, the MR grease
model had fulfilled the above criteria by successfully
identifying the rheological behavior of the MR grease
as a function of shear rate, the unlearned magnetic
field, and the CIP weight percentages. Also, the visual
observations of the shear stress prediction at the
unlearned data could be observed in Figure 5(a) and
(b) for the unlearned magnetic fields and the unlearned
composition at MG70, respectively. In Figure 5, both
the predicted shear stress and experimental data at

various weight percentages for the unlearned magnetic
field intensities were found to have shared the same
pattern or behavior. For the unlearned data set of the
MG70, although the RMSE for the predicted shear
stress had been the highest among all of the different
data sets shown in Table 2, the model had, however,
shown its ability for predicting the same pattern or
behavior of the unknown material, particularly at the
post-yield region. Even so, errors that could be visually
observed in Figure 5(a) were found to have occurred in
the MG70 data set at 0.5 Tesla during the prediction of
a data set with unlearned magnetic fields and weight
percentages. Therefore, these results suggest that if the
user had needed to predict the performance of an
unknown composition, then the comparison should be
carried out in a learned rather than the unlearned mag-
netic field. For example, the results in Figure 5(b) had
shown the shear stress prediction of MG70 in the
learned magnetic field (0.17 and 0.37 Tesla) to have a
better accuracy level than that of the unlearned mag-
netic field (0.5 Tesla).

Since the performances of the proposed models in
the training and testing data are mainly affected by the
normalization method and the hidden node numbers,
the detailed information of these two parameters is
therefore discussed in the subsequent paragraphs. To
begin with, the normalization methods from equations
(7) to (9) were selected because they had been proven to
be far superior to the rest of the methods. In Table 3,
the possible normalization methods of the inputs (shear
rate ( _g), magnetic field (B), and solid weight percentage
(wt)) were compared in terms of the predicted shear
stress accuracy/RMSE using the ELM HL. From the
comparison results, the configuration nos 4 (equations
(7) to (9)) and 5 were then selected based on their test-
ing accuracy levels and generalization capabilities that

Figure 5. The comparison between the experimental and ELM HL simulation results of the unlearned data at (a) 0.5 Tesla (Ts2)
and at (b) 70 wt% (Ts3).
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relatively better than other methods. Configuration nos
4 and 5 have similarity in terms of the normalization
method of _g and wt using logarithm and linear normali-
zation, respectively. The same patterns were also
observed in the ELM Sin and Sig. For _g, it could be
resulted from the similarities of the shear rate and stress
correlation of the shear thinning behavior it shared
with the logarithm pattern. While using linear normali-
zation for _g of 1, 2, 3, and 7, the testing of the RMSEs
increases up to 2 kPa. Moreover, for normalized wt, the
linear normalization method has produced better
results than using log, while other inputs have the same
normalization method, such as nos 1 and 2.

The parametric studies for the hidden node number
were then carried out for the ELM and ANN. For
ELM, the hidden node number of 10,000 was carried
out because the accuracy levels of the ELM HL, Sig,
and Sin had shown relatively consistent values as shown
in Figure 6. While it is still possible to select the other
hidden node numbers between 2000 and 10,000 with a
reasonable training time (about 1–4 s) and the testing

data of below 5 kPa for the RMSE, it is important to
note that the addition of hidden node numbers exceed-
ing 10,000 would still produce the same results (except
ELM Sig) but with a higher computational burden. As
seen from Figure 7, the average of the BP-ANN’s train-
ing error after 50 runs was found to have declined with
the increasing hidden node numbers, while no pattern
was observed from the hidden node effect of the Ts4
testing case. Although the RMSE was found to have
increased from 25 to 40 hidden node numbers, it had
nevertheless demonstrated a drop at hidden node num-
bers of 15, 25, and 50. The boxplot results of RMSE
testing case in Figure 8 had also shown the BP-ANN
having a relatively wider range of more than 25 kPa at
hidden node numbers of 10, 20, 35, and 40 as compared
to the ELM models that have relatively lower variants
or standard deviations at repeated trainings. The wider
range of the BP-ANN could be explained by its possi-
bility of being trapped at a local minimum value during
the running of the iterations. Furthermore, the BP-
ANN training time has wide range possible durations

Table 3. The accuracy of the ELM HL using some normalization possibilities.

No. Input parameters Training Test DRMSE

_g B wt RMSE (Pa) R2 RMSE (Pa) R2

1 lin lin lin 347 1.000 5815 0.901 6162
2 lin lin log 331 1.000 6475 0.863 6805
3 lin log lin 309 1.000 5327 0.915 5636
4 log lin lin 1 1.000 3730 0.960 3729
5 log log lin 1 1.000 3720 0.960 3719
6 log lin log 1 1.000 4625 0.929 4624
7 lin log log 300 1.000 19,399 – 19,699
8 log log log 1 1.000 4603 0.931 4602

ELM: extreme learning machine; HL: hard limit; RMSE: root mean square error.

Figure 6. The effect of the hidden node numbers of the ELM models for (a) training and (b) testing case of Ts4.
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depending on the required iteration to reach the pre-
determined termination conditions ranging from 2 to
15 s.

5.2. Predicted viscosity and yield stress evaluation

The proposed model had consisted of two derived out-
puts, namely, the apparent viscosity and yield stress for
determining the MR grease performance. As shown in
Table 4, the predicted apparent viscosity from the ELM
and ANN models under the training data was found to
be in good agreement with the expected experiment out-
come. Moreover, the apparent viscosity prediction of
the unlearned data as depicted in Figure 9 had demon-
strated fewer errors than those of the ANN method,
particularly at the unlearned or unknown magnetic field
(Ts2) and composition (Ts3) levels. Meanwhile, the
experimental yield stress of the validation data was also
compared with a predicted yield stress and was found
to have corresponded to the same pattern as shown in
Figure 10. While ‘‘the experimental yield stress’’ is

obtained from the shear stress experimental data of
between 300 and 2000 s21 that was fitted into the
Bingham plastic model (see section 3.2), the predicted
yield stress is calculated based on the predicted shear
stress by the proposed machine learning models. The
accuracy of R2 for all the ELM HL, ELM Sin, and
ELM Sig gathered data (except MG80), as depicted in
Table 5, had shown the respective ELM Sin and Sig
achieving the best and least prediction with R2 of 0.982
and 0.977. At MG70 (ELM grease with CIPs content of
70 wt%), the predicted yield stress was found to be the
main contributor of the errors, particularly at a high
magnetic field with a yield stress of below 60 kPa at
0.77 Tesla as opposed to the 64 kPa set in the experi-
mental yield stress. Although further improvement is
still required in the model prediction of the yield stress
for MG70, its prediction on the other compositions
had, however, yielded an agreeable pattern. It is also
interesting to note that the yield stress values of MG10
during the off-state condition at ELM Sin and Sig had
depicted negative values, which could be due to the

Table 4. The accuracy of the predicted apparent viscosity at various data sets for ANN and ELM.

Data ELM HL ELM Sin ELM Sig ANN 25

RMSE (Pa s) R2 RMSE (Pa s) R2 RMSE (Pa s) R2 RMSE (Pa s) R2

Tr 0 1.000 5316 0.992 8138 0.982 1437 0.999
Ts1 513 1.000 2284 0.996 3016 0.993 4158 0.997
Ts2 8105 0.975 6567 0.983 7040 0.981 6619 0.983
Ts3 3881 0.997 13737 0.957 15485 0.945 13193 0.960
Ts4 6171 0.989 11070 0.966 12382 0.957 10717 0.968

ANN: artificial neural network; ELM: extreme learning machine; RMSE: root mean square error.

Figure 8. Boxplot of the testing RMSE (Ts4) of BP-ANN at
various hidden node numbers.Figure 7. The effect of the hidden node numbers to BP-ANN

performance for training and testing case of Ts4.
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ELM algorithm trying to obtain the best accuracy level
or the least errors with respect to the predicted shear
stress. As a result, the yield stress of the MG10 at an
off-state condition with a shear stress range of between
0 and 3 kPa was found to have produced a higher error
than the others. Although the ELM Sin was revealed to
have produced the best accuracy level, its settings, how-
ever, are not recommended for those with lower weight
percentage applications (MG10) since it would be
impossible for the negative values at off-state yield
stress (ty, 0) that was produced in the prediction to occur
in the characterization process. For this reason, the pre-
dicted yield stress that was based on the ELM Hardlim
was chosen for not only exhibiting a yield stress with an
R2 accuracy of 0.979 but also producing non-negative
values from its prediction results. Hence, apart from its
ability of predicting the yield stress at various magnetic
fields, the models had similarly proven their capabilities
for predicting the thixotropic properties of the MR
grease as shown by the yield stress existence at zero
magnetic fields or in an off-state condition.

The predicted yield stress of the proposed ELM
models had also been compared with the existing model
(simulated from equation (2)) suggested by Varela-
Jiménez et al. (2015) as shown in Table 5, where
the values of the respective BMRF , j(3), K, Ms, m0, a, bv,
and l had been 2.41, 1.202, 6, 831.23 kA m21,
4p 3 1027 H m21, –1547.2 kA m21, 2532 kA m21,
and 230.544 kA m21. The proposed ELM model
had therefore shown its superiority in terms of its accu-
racy levels and pattern recognition capabilities since
the visual observations of the constitutive model in
Figure 10 had shown inconsistent patterns of the pre-
dicted yield stress when the magnetic fields were chan-
ged from the low to the high magnetic regions as a

result of the broader range of the CIP volume fraction
(between 0.013 and 0.319) used in this study as opposed
to the smaller range (0.22, 0.32, and 0.4) suggested by
Varela-Jiménez et al. (2015). Another reason for the
inaccuracies could also be described from the calcula-
tion process and the complexity of equation (2), where
it had consisted of a polynomial model that is known
for its unpredictability at a more extensive input vari-
able range. The process to obtain the best fit model
also has to consider the possibility of the equation
au2 +bVu+ l\0 with a certain BMRF value produc-
ing a complex number. Since the constitutive model
was also developed based on the state transition phe-
nomena of the MR fluids, where the MR fluids were
assumed to exhibit a Newtonian fluid behavior at zero
magnetic field exposure, this had therefore demon-
strated the existing model’s inability of including the
yield stress at the off-state condition, which were shown
by the zero yield stress values at various weight percen-
tages during the off-state condition in Figure 11. For
that reason, it is suggested that the yield stress variable
at the off-state condition is added in the model as a
way of further investigating its effect on the material
composition.

In summary, the proposed model had shown its
capability in not only the simultaneous replication and
prediction of both the shear and yield stress with an
acceptable error for the learned and unlearned data,
but the graph patterns had also been verified to be simi-
lar to those of the experimental data from the rotational
mode. As such, this model can be taken into consider-
ation during the material designing stage, since it had
offered preferably smaller yield stress at the off-state
condition or a possible maximum yield stress. However,
the model would still require further improvement with
regard to the discrepancies found in the lower magnetic
field region as well as its scalability for those with differ-
ent configurations. An improvement to reduce the error
can, therefore, be initiated by examining the model con-
figurations such as its normalization, the activation
function, as well as the hidden node numbers. It is
important to note that the scope of this study had been
limited by the model development of a rotational test in
the observation of the MR grease performance. The
data from the rheological properties are deemed to be

Figure 9. The visual comparison of the predicted apparent
viscosity using ELM HL at a magnetic field of 0.77 Tesla.

Table 5. The accuracy of the yield stress in various cases on
different data sets.

Scheme RMSE (kPa) R2

ELM HL 3.281 0.979
ELM Sig 3.423 0.977
ELM Sin 3.013 0.982
ANN 25 3.493 0.977
STE 7.481 0.815

STE: state transition equation; ANN: artificial neural network; ELM:

extreme learning machine; RMSE: root mean square error.
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sufficient for designing certain MR devices such as the
MR brake, but may not be applicable for the semi-
active vibration control application cases that require
more critical viscoelastic properties from the oscillation
test. As such, it will be interesting to consider the vis-
coelastic properties in the construction of a modeling
framework for the MR grease. Finally, the model
should also consider incorporating at least four inputs
of shear strain, frequency, magnetic field, and solid
weight percentage and one storage modulus output as a
way of achieving a more effective oscillation test.

6. Conclusion

The MR greases were fabricated by varying the CIP
weight percentages and characterizations, where the
shear rate and magnetic field effects were observed by
using a parallel-plate rheometer. As shown from the
characterization study, the addition of the CIP volume

fraction was found to have led to a higher shear and
yield stress while simultaneously increasing the off-state
yield stress. A unified model of the MR grease was also
designed to predict the shear stress, apparent viscosity,
and yield stress with the shear stress model constructed
from a selection of the BP-ANN and ELM machine
learning methods. With the composition (the weight
percentage of CIPs) being a model input as well as the
shear rate and magnetic fields as the operating vari-
ables, the model was then evaluated under different
cases of various data sets. The generalization capabil-
ities for predicting the rheological behavior at
unlearned or unknown composition and magnetic
fields were also evaluated and compared with the
experimental results. Although the ELM or BP-ANN
were found to be the most suitable models chosen, the
ELM models had proven its prediction superiority at
unlearned data, particularly those with unlearned mag-
netic field and composition. The ELM also has the

Figure 10. The comparison between (a) the experimental, simulation results of ELM, (b) Hardlim, (c) Sinusoid of the yield stress
based on fitting of Bingham plastic model at shear stress between the shear rate of 500 and 2000 s21.
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potential for predicting the rheology materials as it had
avoided the over-fitting issue and possessed a better-
generalizing performance. As for the apparent viscosity
and yield stress estimator, they too were developed and
evaluated at various weight percentages and magnetic
fields, where the prediction was shown to have pro-
duced better results than the existing constitutive equa-
tions. This proposed model can therefore be utilized in
the prediction of the MR grease rheological behavior
at multiple compositions during the material develop-
ment stage or in the design of MR grease devices. The
material development of the MR greases can also be
further investigated through the incorporation of addi-
tives and various compositional shapes into the model.
Finally, this model can be further improved by examin-
ing its inputs normalization, the ELM activation func-
tion, and hidden node numbers.
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