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Abstract 
 

Over the recent years, there has been a huge interest towards Electroencephalogram (EEG) based brain computer interface (BCI) system. 

BCI system enables the extraction of meaningful information directly from the human brain via suitable signal processing and machine 

learning method and thus, many researches have applied this technology towards rehabilitation and assistive robotics. Such application is 

important towards improving the lives of people with motor diseases such as Amytrophic Lateral Scelorosis (ALS) disease or people with 

quadriplegia/tetraplegia. This paper introduces features extraction method based on the Fast Fourier Transform (FFT) with logarithmic 

bin-ning for rapid classification using Support Vector Machine (SVM) algorithm, with an application towards a BCI system with a shared 

con-trol scheme. In general, subjects wearing a single channel EEG electrode located at F8 (10-20 international standards) were required 

to syn-chronously imagine a star rotating and mind relaxation at specific time and direction. The imagination of a star would trigger a 

mobile robot suggesting that there exists a target object at certain direction. Based on the proposed algorithm, we showed that our algorithm 

can distin-guish between mind relaxation and mental star rotation with up to 80% accuracy from the single channel EEG signals. 
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1. Introduction 

Recently, Brain Computer Interface (BCI) has been a huge topic of 

interest among researchers in medical, rehabilitation, healthcare, 

robotics and even entertainment field. This is because Electroen-

cephalogram (EEG) based BCI system enables machine to directly 

obtain information from the brain, bypassing indirect means such 

as using limbs to issue commands to a computer. By accurately 

classifying features from EEG recording, one can exploit its use to-

wards developing assistive and rehabilitative robotic system for 

healthcare purposes. Many studies have successfully demonstrated 

the feasibility of EEG-based BCI towards such application. This in-

cludes using BCI towards controlling a robotic wheelchair system 

for Amytrophic Lateral Scelorosis (ALS) patient [1] , control of 

telepresence robot for people with severe motor disabilities [2], as 

well as exoskeletal robotic system paraplegic patient [3]. 

Despite its applicability towards rehabilitation, assistive and 

healthcare robotics, the use of EEG-based BCI for this application 

is still a long way from being available in the general consumer 

market. Most researches use the conventional multi-channel elec-

trodes for EEG recording. While the use of multiple channel elec-

trodes is providing more insight towards user’s brain activity, it 

lacks ergonomic considerations, high cost and impractical for typi-

cal daily usage. 

Therefore, to address the aforementioned issue, few researches have 

ventured towards developing BCI system that uses single channel 

electrode for robotic purposes. One typical work is by Hazim et. al 

[4], in which probability density function (PSD) was used to clas-

sify spectral features between mental task for controlling a mobile 

robot and Tarmizi et. Al in which [5] spectral features from single 

channel EEG electrode was classified using Artificial Neural Net-

work (ANN) to determine the subject’s intention in controlling an 

electrical wheelchair.  

In most studies concerning BCI, spectral features obtained using 

FFT algorithm is divided into sub-band frequency: Delta <4 Hz, 

Theta 4-7 Hz, Alpha 8-13 Hz, Beta 13-30 Hz, Gamma >30 Hz and 

Mu 8-12 Hz [5] . These sub-bands frequencies are often related to 

certain physiological and cognitive states. For example, a decrease 

of power in Mu frequency band in the motor cortex, is associated 

with the subject performing motor imagery (MI) tasks [6], while 

increase in alpha and theta power in frontal scalp region indicates 

subject’s mental relaxation period [7], [8]. Respectively, this serves 

as the basis for either motor imagery-based BCI or mental-based 

BCI for robotic control purposes.  

This paper introduces a new approach of quantizing spectral fea-

tures of single channel EEG for mental-based BCI by using the con-

cept of logarithmic binning and investigate its effect to Support 

Vector Machine (SVM) classifier accuracies. SVM is chosen as 

classifier as it is highly suitable for binary classification problem 
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and is widely used classification technique for EEG based BCI sys-

tem [9]. Differ than conventional approach that solely focuses on 

sub-band frequencies below 40 Hz, proposed approach exploits the 

use of the entire spectral frequencies of EEG signal not limited to 

the aforementioned sub-band frequencies. This allows BCI de-

signer to produce feature vectors of different sizes by setting an ap-

propriate number of bins. Such flexibility allows system designer 

to choose between computational complexity and accuracy and is 

important in designing practical BCI system for general consumer 

market. 

2. Methodology 

2.1. Experimental setup 

This section presents the experimental setup for the system. This 

experiment uses a single EEG signals of 10- 20 international stand-

ard location (F8). The reference potential position was placed at the 

right ear lobe. An EEG paste was used to increase the electrode 

conductivity. The channel was directly connected into BMA-400 

EEG-amplifier which provides specific gain constant for bio signal 

amplification. The EEG signal was digitized using National Instru-

ments (NI)-PCI-6229 Data Acquisition Card (DAQ) which was 

connected into Peripheral Component Interconnect (PCI) slot of a 

personal computer’s (PC) motherboard. All necessary specification 

of a PC in used are listed here: 

• 2.50 GHz i5-2520M Intel® Core™ 

• Fedora 8 RTAI Linux-kernel-2.6.23-42-fc8  

• COMEDI’s pci-6229 device driver Control and Measure-

ment Device Interface 

COMEDI is a collection of device drivers for a variety of common 

data acquisition plug-in boards (e.g. NI-PCI-6229 DAQ card). The 

system was designed to acquire a single signal of EEG and was ex-

ploited using C language as our processing tool. The necessary set-

ting (e.g. sampling frequency, DAQ’s I/O port and acquisition 

mode) for data acquisition process was controlled by a set of C 

functions provided by COMEDllib. 

2.2. Experimental procedure 

In this section, the experimental procedure for data collection is pre-

sented. 27 subjects were voluntarily participating in this experiment. 

There was no initial training session provided to all of them 

Based on previous study by [4] two mental states were used as be-

low: 

• Mind relaxation (control condition). 

• Imagine a 2-D star rotating in clockwise direction (target con-

dition). 

The subjects were required to sit on a chair comfortably and facing 

towards a mobile robot which was located about 2 meters from their 

feet as shown in Figure 1. Before the experiment took place, all 

subjects were given a briefing session regarding the experimental 

procedure for about 5 minutes. Each subject was then required to 

draw a 2-D star and was given 5 seconds to glare at the star.  

 
       (A) 

 

 
 

 

 

(B) 

 

 

 
 

 

Fig. 1: Overall, Experimental Setup (A) Wireless Mobile Robot that Was 
Used in the Experiment (B) Illustration of the Control Scheme, A Box Is 

Placed at 45˚ Serve as the Target to Be Selected by Performing Mental Star 

Rotation. 

 

Simple assessment was carried out after the experiment session. All 

subjects had no previous experience with meditation and specific 

mental illness record. Subjects were in a healthy condition during 

the experiment period. 

The procedure was developed to allow ‘target’ selection during 

scanning process of a mobile robot. The control area was divided 

into five degree-based direction - 0°45°, 90°, 135° and 180° The 

robot is initialized to standby mode by facing towards 0° direction 

to the right. An object is placed at the direction of 45° where it 

serves as a target to be selected. As the robot “scans” or rotates to-

wards particular angle, subject is required to perform mental relax-

ation except at 45˚ where the target is placed. Here subject is re-

quired to perform mental rotation to denote presence of a target. At 

each position, EEG data is recorded for analysis in the later stages, 

Figure 2 shows a control flow chart of synchronous process be-

tween direction, mental state and time. 

 

 
 

Fig. 2: Flow Chart of Control Procedure. 

2.3. Parameter extraction 

Similar to previous study in [7] , EEG potentials were first sampled 

at a sampling rate of 1024 Hz and digitized at 16-bit resolution. 
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Digital notch filter was then applied to remove the deterministic 50 

Hz noise from power supply line. The data were the segmented into 

several epochs where each epoch contains 1024 data points at a time 

length of 1 second. To further improve classification accuracy and 

increase our training data, a 50% overlapping approach on the seg-

mented epoch similar in [10] was employed. Fast Fourier Trans-

form algorithm (FFT) was used to transform the time domain into 

frequency domain signal to reveal its spectral features.  

2.4. Logarithmic binning 

A typical EEG signal is often associated with frequencies ranging 

from 1 – 40 Hz, and it is presumed that this frequency range con-

tains most of the relevant signal. However, it is also possible that 

useful signal exist outside of this range as well [11]. For example, 

mental gestures are thought to be correlated with muscular activity, 

which exists outside of the 1-40 Hz range. To fully exploit the entire 

frequency spectrum while preserving our bias toward known source 

of useful signal, the concept of data binning and taking the logarith-

mic of power spectra was employed using the following equation: 

 

𝑃𝑖 = 20 𝑙𝑜𝑔(𝑠)                                                                             (1) 

 

Here 𝑃𝑖 denote logarithmic value of power spectra s which is used 

as the i-th bin. This offers a simple way to quantize the information 

contained in the full signal. For, example four contagious frequen-

cies (1 Hz, 1.25 Hz, 1.5 Hz, 1.75 Hz) each with a spectral value of 

(4,4,5,5) average into a single value of 4.5. The number of bins can 

be adjusted to produce feature vectors of different sizes. This vector, 

which highlights the statistical properties of the power spectrum for 

each mental task, can be used as an input of variable size to the 

classifier. Figure 3 shows an example of feature extraction using 

logarithmic binning. 

 
(A) 

 
 

(B) 

 
Fig. 3: Example of Feature Extraction Using Logarithmic Binning (Task 2, 

Star Rotation, Random Subject). (A) Spectral Feature Extraction Using FFT 
Algorithm. (B) Binning of A Spectral Features Using Logarithmic Binning 

With Numbers of Bins = 100. 

2.5. Support Vector Machine (SVM) Classification 

To classify the mental tasks into two classes (star rotation vs relax-

ation), and test the performance of the proposed quantization 

method, a binary classifier based on the SVM was used. In SVM, 

given that training vectors 𝑥𝑖 ⊆ ℝ𝑝, 𝑖 = 1,2,3. . 𝑛 can belongs in ei-

ther of the two classes 𝑦 ⊆ {1, −1}, we aim to solve the following 

problem:  

 

𝑚𝑖𝑛
𝑤,𝑏,𝜉

1

2
𝑤𝑇𝑤 + 𝑐 ∑ 𝜉𝑖  𝑛

𝑖=1                                                                 (2) 

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦𝑖(𝑤𝑇𝜙(𝑥𝑖) + 𝑏) ≥ 1 − 𝜉𝑖  𝜉𝑖 ≥ 0, 𝑖 = 1, … , 𝑛   
 

Here two classes of y are mapped to star rotation and mental task 

respectively. All computations are performed using Support Vector 

Classifier (SVC) package from scikit-learn [12], a widely used py-

thon’s machine learning library. Because of the non-linear nature of 

EEG signal, we employed Radial Basis Function (RBF) kernel trick 

to our SVM classifier.  

3. Results and discussions 

3.1. Inter subject classification accuracy 

To gauge our classifier performance on individual subject, we first 

perform 8-fold cross validation method to train our SVM classifier 

and validate the accuracy. Only data from task 1 (mental relaxation 

at 0˚) and task [2] (mental star rotation at 90˚) were used to train our 

SVM classifier. Initially, the number of bins was randomly set at 90 

as we are only interested on general classification accuracy between 

subjects. Figure 4 shows our classifier performance across all 27 

subjects and Table 1 shows overall classification performance. 

 

 
Fig. 4: Inter Subject Classification Accuracy with Number of Bins = 90. 

 
Table 1: Inter Subject Overall Classification Performance 

Maximum Minimum Mean 

97.7 % 53.0% 75.4% 

3.2. Number of bins versus classifier accuracy 

As mentioned in Section 2.4, the size of feature vectors can be ad-

justed by varying the number of bins. We hypothesize that by in-

creasing the number of bins to be used in our SVM classifier, per-

formance of the classifier can be improved. In order to validate this 

hypothesis, the number of bins in the algorithm was iteratively in-

creased from 0 to 250 and plotted the corresponding classifier score. 

Figure 5 shows the mean score (8-fold validation method) of clas-

sifier accuracy versus the number of bins. As per hypothesis, the 

classifier accuracy can be improved by adjusting the number of bins 

in our algorithm. The increase of accuracy is also evident Figure 3 

(b) in which the mean score across all subject was taken and plotted 

against the number of bins, resulted in positive correlation with in-

creasing number of bins. 
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(A) 

 
 

(B) 

 
Fig. 5: Effects of Classifier Accuracy versus the Number of Bins Used. (A) 
Example on A Random Subject (B) Mean Score Across All 27 Subjects. 

Red Box Denotes Significant Increase in Accuracy at A Particular Number 

Of Bins. 

3.3. Classifier accuracy on other mental relaxation tasks 

To further test the performance of proposed algorithm, the trained 

SVM classifier that was used to distinguish between Task 2 and task 

1, was again used to distinguish between Task 2 with Task 3 (men-

tal relaxation at 90˚), Task 4 (mental relaxation at 135˚), and Task 

5 (mental relaxation at 180˚). Based on the result shown in section 

3.2, number of bins was fixed at 100 and mean score (all subjects) 

of our classifier accuracy at each task was calculated. The number 

of bins was fixed in such a way to give best trade-off between com-

putational complexity and accuracy. Figure 6 depicts the perfor-

mance of our algorithm at other mental relaxation tasks.  

 

 

 
Fig. 6: Classifier Accuracy for Mental Relaxation Task at 90˚, 135˚ and 180˚. 
 

3.4. Discussion 

In general, proposed classifier shows good inter subject classifica-

tion accuracy such as shown in Section 3.1. A mean accuracy of 

75.4% was obtained and this indicates the algorithm managed to 

accurately classify most subject’s mental task. From the 27 sub-

jects, our approach manages to obtain an accuracy of more that 80% 

from [8] subjects, while an accuracy of below 60% was only ob-

tained from 1 subject. This variability of classification accuracy was 

expected and probably was due to BCI illiteracy [13] that may have 

affected some of the subjects.  

One differences in our approach compared to conventional mental 

task BCI system is that the proposed algorithm uses a selectable 

number of feature vectors by varying the number of bins. This ap-

proach enables BCI designer to fully utilize the entire frequency 

spectrum including spectrum that exist outside of 0 – 40 Hz range. 

Figure 5 in Section 3.2 shows that classifier accuracy correlates 

with the increasing number of bins. This validate earlier hypothesis 

that, some of the frequency that exist outside of the 0 – 40 Hz range 

may actually be useful in providing information that improves clas-

sification of BCI system. However, one interesting observation that 

can be made from this result is that the classifier’s accuracy im-

proves significantly at certain number of bins, particularly at the 

range of 25 -40. This can be observed at most individual classifier 

accuracy scores such as shown in Figure 5 (a) and is also evident 

on the mean classifier accuracy across all 27 subjects (Figure 5 (b)). 

It is also interesting to note from Figure 5(b) that usage above 40 

bins will not improve the classifier score drastically with only about 

0.03% increment per number of bin above this value. Classifier 

score of 80% is achievable when number of bins is set to near to 

200 and above, but increasing the number of bins up to this value 

will increase computational complexity and probably impractical 

for real online classification purposes. 

Since the ability of our system to detect target at certain location 

relies on the accuracy of our classifier to accurately distinguish be-

tween mental relaxation and star rotation, we test the trained classi-

fier to distinguish mental relaxation at other position as well such 

as shown in Figure 6 section 3.3. We found that there is a decreased 

in the classifier accuracy at 90˚ robot orientation, and a further de-

creased at 135˚ while improving at 180˚. This observation is con-

sistent with [7] which reported that recovery pattern for alpha wave, 

which is often associated with mental relaxation, was found to in-

crease gradually over time, suggesting that alpha wave plays a dom-

inant role in the recovery pattern during relaxation and may affect 

the classification accuracy. Moreover, an observation made in [14] 

also reported that the enhancement of alpha was observed to in-

crease over a span of 20 seconds. This is consistent with our find-

ings in which the classifier accuracy improves when the orientation 

of the robot is at 180˚, executed at around 20-30s after mental star 

rotation task. 

4. Conclusion 

This paper introduces the concept on logarithmic binning towards 

extracting spectral EEG features to be used with single channel BCI 

system that focuses on the use of mental imagery task. Our ap-

proach allows BCI system designer to fully utilize the entire fre-

quency including range that exist above 40 Hz by adjusting the 

number of bins. We have shown that by increasing the number of 

bins, accuracy of our SVM classifier can be improved up to 80%. 

However, selection on the number of bins must be made with com-

putational complexity in mind. For online classification purposes, 

it is best to set the number of bins just above 40, and we find 100 to 

give good trade-off between accuracy and computational complex-

ity. Another factor to consider in designing mental imagery based 

BCI system is suppression of mental task such as rotation for relax-

ation requires a period of 20 s and above. Failure in doing so will 

result in the system unable to accurately detect user’s desired inten-

tion or in our case the “target”. Thus, in the future more researches 

needed to be carried in order to modify and improve this type of 

BCI. 

Acknowledgement 

This research is sponsored by Universiti Teknikal Malaysia Melaka 

(UTeM) Center for Robotics and Industrial Automation (CERIA), 



International Journal of Engineering & Technology 2099 

 
under PJP grant number PJP/2017/FKE-CERIA/S01557 in collab-

oration with Universiti Teknologi Malaysia (UTM), Biomedical In-

strumentation and Electronic (bMIE) research group.  

References 

[1] L. Bi, X. A. Fan, and Y. Liu, “EEG-based brain-controlled mobile 
robots: A survey,” IEEE Trans. Human-Machine Syst., vol. 43, no. 

2, pp. 161–176, 2013. 

https://doi.org/10.1109/TSMCC.2012.2219046. 
[2] R. Leeb, L. Tonin, M. Rohm, L. Desideri, T. Carlson, and J. Del R. 

Millan, “Towards Independence: A BCI Telepresence Robot for 

People with Severe Motor Disabilities,” Proc. IEEE, vol. 103, no. 6, 
pp. 969–982, Jun. 2015. 

https://doi.org/10.1109/JPROC.2015.2419736. 

[3] N.-S. Kwak, K.-R. Müller and S.-W. Lee, “A lower limb exoskeleton 
control system based on steady state visual evoked potentials,” J. 

Neural Eng., vol. 12, no. 5, p. 056009, 2015. 

https://doi.org/10.1088/1741-2560/12/5/056009. 
[4] M. S. A. Shawkany Hazim, N. Mat Safri, and M. A. Othman, “Single 

channel electroencephalogram feature extraction based on probabil-

ity density function for synchronous brain computer interface,” J. 
Teknol., vol. 78, no. 7–5, pp. 105–111, 2016. 

[5] T. A. Izzuddin, M. A. Ariffin, Z. H. Bohari, R. Ghazali, and M. H. 
Jali, “Movement intention detection using neural network for quad-

riplegic assistive machine,” in 2015 IEEE International Conference 

on Control System, Computing and Engineering (ICCSCE), 2015, pp. 
275–280. https://doi.org/10.1109/ICCSCE.2015.7482197. 

[6] G. Pfurtscheller and F. H. Lopes, “Event-related EEG / MEG syn-

chronization and desynchronization : basic principles,” Clin. Neuro-
physiol., vol. 110, pp. 1842–1857, 1999. 

https://doi.org/10.1016/S1388-2457(99)00141-8. 

[7] H. Azmy and N. M. Safri, “EEG based BCI using visual imagery task 
for robot control,” J. Teknol. (Sciences Eng., vol. 61, no. 2 SUPPL, 

pp. 7–11, 2013.  

[8] G. D. Jacobs and R. Friedman, “EEG Spectral Analysis of Relaxation 
Techniques,” Appl. Psychophysiol. Biofeedback, vol. 29, no. 4, pp. 

245–254, Dec. 2004. https://doi.org/10.1007/s10484-004-0385-2. 

[9] P. Saidi, G. K. Atia, A. Paris, and A. Vosoughi, “Motor imagery clas-
sification using multiresolution analysis and sparse representation of 

EEG signals,” in 2015 IEEE Global Conference on Signal and Infor-

mation Processing (GlobalSIP), 2015, pp. 815–819. 
[10] H. Cao, W. G. Besio, S. Jones, and P. Zhou, “Individualization of 

data-segment-related parameters for improvement of EEG signal 

classification in brain-computer interface,” Trans. Tianjin Univ., vol. 
16, no. 3, pp. 235–238, Jun. 2010. https://doi.org/10.1007/s12209-

010-0041-2. 

[11] N. Merrill, T. Maillart, B. Johnson, and J. Chuang, “Improving Phys-
iological Signal Classification Using Logarithmic Quantization and 

a Progressive Calibration Technique,” in Proceedings of the 2nd In-

ternational Conference on Physiological Computing Systems, 2015, 

pp. 44–51. 

[12] F. Pedregosa et al., “Scikit-learn: Machine Learning in Python,” J. 

Mach. Learn. Res., vol. 12, pp. 2825–2830, Nov. 2011. 
[13] C. Jeunet, B. N’Kaoua, and F. Lotte, “Advances in user-training for 

mental-imagery-based BCI control: Psychological and cognitive fac-

tors and their neural correlates.” Prog. Brain Res., vol. 228, pp. 3–
35, 2016. https://doi.org/10.1016/bs.pbr.2016.04.002. 

[14] M. S. Adha, N. M. Safri, and M. A. Othman, “Real-time target se-

lection based on electroencephalogram (EEG) signal,” ARPN J. Eng. 
Appl. Sci., vol. 10, no. 19, pp. 8757–8761, 2015. 

https://doi.org/10.1109/TSMCC.2012.2219046
https://doi.org/10.1109/JPROC.2015.2419736
https://doi.org/10.1088/1741-2560/12/5/056009
https://doi.org/10.1109/ICCSCE.2015.7482197
https://doi.org/10.1016/S1388-2457(99)00141-8
https://doi.org/10.1007/s10484-004-0385-2
https://doi.org/10.1007/s12209-010-0041-2
https://doi.org/10.1007/s12209-010-0041-2
https://doi.org/10.1016/bs.pbr.2016.04.002

