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Abstract—Application that adopts collaborative system allows 

multiple users to interact with other users in the same virtual 

space either in Virtual Reality (VR) or Augmented Reality (AR). 

This paper aims to integrate the VR and AR space in a 

Collaborative User Interface that enables the user to cooperate 

with other users in a different type of interfaces in a single shared 

space manner. The gesture interaction technique is proposed as 

the interaction tool in both of the virtual spaces as it can provide 

a more natural gesture interaction when interacting with the 

virtual object. The integration of VR and AR space provide a 

cross-discipline shared data interchange through the network 

protocol of client-server architecture. 
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I. INTRODUCTION  

 

Augmented Reality (AR) is known with the ability to 

superimpose virtual element onto the real environment and 

able to combine real and virtual element together into its own 

setup and in real-time. Next, Virtual Reality (VR) is an 

immersive computing technology that is unique in a digital 

workspace and enables the user to interact with it [1]. The 

technology of VR aims to substitute our reality with a virtual 

environment completely. A suitable metaphor of interaction is 

crucial to manipulate the virtual content in both VR and AR 

workspace.  

Interaction in AR according to [2], needs to convey its own 

path when virtual objects are manipulated by a real object. 

According to Kaiser [3], one of research topic in VR and AR 

research is interaction. Moving from only a single user 

interaction recently looking forward to invites more than one 

user to manipulate virtual objects in real-time, the researcher 

and developer aim to support the idea of a collaborative 

environment. Over the last ten years, where designing user 

interfaces only focus on a single user at a time, an increasing 

number of paper focus on potential collaborative scenario arise 

[4]. 

Implementation of multi-user interaction in VR and AR 

spaces promotes collaborative work that encourages for 

creative learning technique in a specific task of a particular 

subject domain. Subsequently, in a collaborative user interface 

in multiple types of interfaces encourage a cross-discipline 

collaboration of shared data in a single shared space context. 
 

II. LITERATURE REVIEW 

 

Previously, interaction research topic in the reality-

virtuality continuum focus on a single type of user interaction, 

a single user with unimodal interaction input. The way the 

user conveys this type of interaction is far from satisfactory 

although the objectives to execute the work can be done with 

ease [5]. The unnaturalness of the interaction causes the 

bottleneck that relies on user interaction [3]. Due to these 

issues and practical reason, interaction technique modalities 

evolves to multimodal interaction that invites more than one 

input as an interaction medium such as gesture and speech.  

As time changes, although a single user type of application 

in AR looks promising, a new type of collaborative interface 

are the greatest possibilities in AR [6]. The collaborative 

interface allows the user to share the virtual space with the 
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other party promoting collaboration. The collaborative 

interface used different viewpoints in VR or AR to support 

different collaborative roles [7]. Researchers have begun to 

explore the collaborative technology on how it can help 

facilitate communication and improve user’s shared 

understanding [8]. Most research in VR and AR space that 

focused on collaboration between users in either only VR or 

AR settings. 

Various research in AR and VR technology embrace the 

collaborative system that allows multiple users to 

collaboratively work on a specific task as a medium of 

interaction. Collaboration in the research field is not a strange 

thing anymore in AR and VR domain. It is crucial to take into 

account several aspects for designing the interaction technique 

in a collaborative system. The aspect includes the form of 

collaboration either co-located or remote, asynchronous or 

synchronous type of interaction, same interaction capabilities 

among the user and network latency [9]. 

Numerous number of previous work research in 

collaboration system can be found. BoatAR as in [10] is a 

collaborative AR system that adopts a face-to-face form of 

collaboration with multi-user interaction that interacts in a 

single shared space of the boat component. While MedicalVR 

focuses on remote collaboration where recorded data of digital 

breast imaging are shared through the network to the remote 

user in VR [11]. Multi-user VR collaborative system [12], 

Multi-A-Painter a browser VR supported that incorporate 

WebVR as well as WebGL. Empty space can be design 

collaboratively in a session creating a whole new virtual 

shared world. 

In AR that focuses on remote collaboration, 3D Jigsaw AR 

puzzle [13], is based on a jigsaw puzzle to be played 

collaboratively in AR space. Users in the same network work 

collaboratively from other places. Collaboration form that 

supports both remote and co-located are versatile. VR 

simulator that works in remote as well as co-located 

collaboration, focus to help human motor rehabilitation as in 

[14], that focus on collaboration between therapist and the 

patient. SimCEC [15], a basic surgical routine of VR 

simulator consider task perform by a group of undergraduate 

students individually and collaboratively.  

The most recent works by other researchers that combine 

VR and AR space for the collaborative system is CoVAR [16]. 

CoVAR a remote collaboration of collaborative virtual and 

AR system. CoVAR uses the depth data of the real 

environment captured on AR space are shared to the remote 

collaborator in VR. The reconstruction of the AR space in VR 

space is believed to achieve the experience to be in the same 

exact space. 

Collaborative aspect in the early works that apply in AR 

space was incorporated by Billinghurst and Kato [8]. 

MagicBook [17], enable user to experience the full reality-

virtuality continuum. The VR and AR space can be 

experienced in the MagicBook as it is capable of changing the 

mode between the two. Through AR display the user able to 

see a scene they like and could change to the VR mode to 

experience an immersive virtual environment. 

III. DESIGNING VIRTUAL WORKSPACE 

 

There are two phases that have been carried out to design 

the virtual workspace in areas described in the following 

subsections. 

 

A. Phase 1: Setting up VR space 

 

This phase focus on the setup of the VR workspace. The 

setup for VR workspace consists of several parts that include 

user positional tracking in a 3D space, display device, and the 

virtual environment. A head-mounted display (HMD) as the 

display device is the fundamental device to be used to 

visualise the VR environment. Oculus Rift HMD device is 

chosen as the display device for viewing the virtual 

environment in VR as it provides a robust tracking of user 

position in 3D space. 

The Oculus Rift tracking sensor tracks user movement and 

translates it to the virtual 3D space. Fig. 1 illustrate the floor 

plan device setup of the VR workspace. The tracking sensor, 

track the position and rotation of the Oculus Rift HMD wear by 

the user and translate it to the virtual world. The tracking 

sensor needs to be calibrated using the provided software for it 

to work properly and provides better tracking performances of 

user position tracking relative to the head position tracking of 

the HMD. Later, the virtual environment is setup using the 

Oculus SDK provided by Oculus for it to work properly. 

 

 
 

Fig. 1. Oculus Rift sensor tracking setup 

 

 

B. Phase 2: User Interaction 

 

The phase is carried out by determining the user interaction 

method in the virtual environment. This stage focuses on the 

method used as an interaction tool for the user to interact with 

the virtual environment in the VR space. Since Oculus Rift 

HMD device was chosen as the display technique, the Oculus 

Touch controller is being used as an interaction tool as it comes 

together with the Oculus Rift device. The Touch controller 

allows the user to use their hand gesture to interact with the 

virtual environment. The aspect of familiarity with the device 
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setting is taken into account to provide a seamless and 

immersive user experiences in the VR world. 

Oculus Touch controller allows the user to directly interact 

with the virtual object with their hand through the controller 

that acts as an interaction tool. Fig. 2 demonstrated the user 

interaction in VR space where user can move around 

interacting with the virtual object with their both hands. The 

Oculus Touch controller is tracked the same way as the Oculus 

Rift HMD by the Oculus Rift sensor. The sensor tracked the 

user position and rotation in the 3D space. This allows the user 

to freely move their hands around and rotate them through a 

full range of motion. 

 

 
 

Fig. 2. User Interaction in VR space 

 

 

IV. DESIGNING AR WORKSPACE 

 

This phase is conducted to design the AR Workspace. 

There are several components that are crucial in designing the 

workspace. Several aspects involved in this phase are 

determining the display technique, tracking technique and 

interaction technique. Handheld device was chosen as the 

display technique as it is portable, lightweight, wireless, and 

ubiquitous [18]. 

 

A. Phase 1: Setting up AR tracking 

 

This phase focuses on the AR tracking method as an anchor 

point of the real world for the virtual object to be displayed in 

correct alignment. 

The tracking technique presented is feature-based tracking 

technique. The tracking technique involves the registration of 

the virtual object on top of the real marker in the real world. 

Fig. 3 shows the feature-based tracking technique, a natural 

feature tracking (NFT) process.  

 

 

 (a)  (b)  (c) 

Fig. 3. Natural Feature Tracking process 

 

 

The original RGB image is captured and converted to 

feature so it will be recognised by the camera as the target 

image. Printed coloured image in Fig. 3 (a) shows the original 

state of the marker. The marker then will be converted into 

grayscale using image processing to grayscale format as in Fig. 

3 (b) before it is processed as an image target in the form of 

features as in Fig. 3 (c). The features were recognized by the 

system as a unique identification. The system will detect the 

marker and register the marker with a virtual element. A 

virtual cube, for example, will appear on the top of the marker 

after the camera recognises the marker. The AR user interface 

was using this tracking process to display the virtual 

environment the same as in the VR space but in the AR mode. 

 

B. Phase 2: Implementing Hand Gesture Interaction 

 

In this stage, the gesture interaction is explored in order for 

the user to interact with AR virtual space. A natural type of 

interaction can be achieved using hand gesture interaction to 

interact with virtual object. User can use their bare hand to 

directly contact with the virtual elements. User can perform a 

gestural interaction such as touch and grab to directly 

manipulate the virtual object as if they manipulating the object 

in the real world using their hands. 

Therefore, the hand gesture recognition method as a 

metaphor for input is essential in the project for the user to 

perform interaction on the virtual object in AR space. Leap 

Motion as a tracking device, allows the application to read 

depth data hence able to detect the user hand position in the 

real world and mapping it into the virtual world [19]. As shown 

in Fig. 4, sensor-based tracking device, Leap Motion allows the 

application to read depth data during recognition. Then, the 

device produces positions and orientations. It runs to track the 

position of user hand in the real world and mapping it into the 

virtual world. To display a virtual hand skeleton, the modelling 

process is required and to enable interaction cues the rigid body 

was applied to the 3D model of virtual hands. Once this 

process was completed, the gesture input will be produced as 

well as dynamic gestures. 

 
 

Fig. 4. Hand gesture recognition method 
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V. PROPOSED COLLABORATIVE USER INTERFACE 

 

The proposed collaborative system that allows multiple 

users from different interfaces to interact with the virtual object 

in a single shared space manner is the aim of this project. The 

hand gesture interaction technique is proposed as the 

interaction tool for the user in both VR and AR space to 

interact with the virtual object as it feels more natural. The 

project is later applied in an urban planning design prototype in 

order to test the proposed method of the project. The 

methodology to develop the proposed collaborative user 

interface is divided into several phases as follow. 

 

A. Phase 1: Acquiring Gesture Inputs from Users 

 

In this stage, two gesture inputs are defined that is touch 

and grab gesture. Touch gesture represents when a virtual 

object defined as a menu is being touched as it will trigger an 

event that will spawn virtual building in the prototype 

application. The grab gesture represents when the virtual 

building being grabbed, the user can manipulate the virtual 

object by placing it anywhere in the 3D space according to the 

user desired location. 
 

 
 

Fig. 5. Flow of acquiring gesture inputs in AR space 

 

 

Fig. 5 shows the flow of acquiring gesture inputs using 

Leap Motion in AR space. The process starts when a Leap 

Motion device detects the hand interaction from the user using 

the sensor and the gestures are identified in the pose detection. 

Then, the signal is sent to start the skeleton calibration that 

later leads to the skeleton tracking. Both VR and AR space 

gestures used are grabbing to grasp the object and touch to 

select menu. In AR space, the hand gestures were tracked by 

Leap Motion device, and recognition process was executed to 

obtain depth data from Leap Motion sensor-based tracking 

system, while in VR space the gesture interaction was captured 

based on the tracking of the Oculus Touch controller motion in 

3D space. 

The GrabGesture define as gestural input of grabbing 

by the user using their hand in the shared virtual environment 

in order to interact with the virtual object. In AR space the 

gesture is recognised through the Leap Motion recognition 

module, while in VR space the gesture is recognized through 

the Oculus Touch controller module that activates through key 

trigger on parts of the controller that mimic the grab gesture. 

The Fig. 6 is the flowchart to acquire GrabGesture input. 
 

 
 

Fig. 6. Flow of acquiring GrabGesture inputs 
 

 

The TouchGesture is define as gestural input when user 

touches the virtual object using their hand to trigger an event in 

both VR and AR environment and interact with the virtual 

object. The collision detection happens when the user hand 

collider collides with the interact able virtual in the shared 

virtual environment. 
 

B. Phase 2: Integrate AR and VR users 

 

In this phase, the integration of VR and AR space is carried 

out using the internet protocol. In order to combine both VR 

and AR space to work collaboratively in a single shared 3D 

space, interact able virtual object in both 3D spaces need to be 

shared through the network. The position and rotation data of 

the virtual object will be shared through the network and will 

be updated on the receiving end. The tracking data of Leap 

Motion device connected to desktop that runs the VR 

environment, are also transferred to the handheld device as in 

AR space for visualization purpose. The user in AR space able 

to see the reconstructed virtual hand projected in AR on the 

handheld device. To actualize this we enable the multiplayer 

networking as shown in Fig. 7. The network protocol in PUN 

(Photon Unity Networking) [20] is used so we can send and 

receive gesture inputs to the AR handheld application and the 

position and rotation of the interact able shared virtual object in 

both spaces. 

 
Fig. 7. Flow of hand tracking data transmitting using PUN to 

handheld 



Muhammad Nur Affendy Nor’a & Ajune Wanis Ismail / IJIC Vol. 9:2(2019) 59-64 

 

63 

 

In this phase PUN network protocol is being implemented, 

the user hand data (position and rotation) is being sent by 

Desktop (sender) to the Handheld device (client or receiver). 

Photon Network always uses a master server and one or more 

game servers. The master server manages the currently 

available games and does matchmaking. Once a room is found 

or created, the actual gameplay is done on a game server. All 

servers run on dedicated machines. The Leap Motion is 

attached at the back of the smartphone and Leap Motion needs 

to be triggered and well-connected.  

In the integration phase also, there are other features 

applied to the interactable virtual object. The virtual object will 

be assigned a unique colour to represent the current user 

currently manipulating it. This act as visual feedback to other 

users to give them understanding and visual cues of either the 

other user are interacting with the object or not. This can really 

help the user, especially in VR space because they cannot see 

the other user in a face-to-face manner of collaboration. Fig. 8 

shows the integration of both VR and AR space where (a) and 

(b) the environment in VR space, (c) the environment in AR 

space while (d) the real world.  

 

 

VI. PRELIMINARY RESULTS 

 

Based on the results, this paper focuses on integrating VR 

and AR in a Collaborative User Interface. This project enables 

users in both spaces to collaborate on a shared content in a 

single shared space supporting the idea of cross-discipline and 

interchanging data between different type of interfaces.AR user 

can perform interaction on the same shared virtual object that is 

seen by the user in VR space and vice versa. This project 

supports the hand gesture method to encourage a more natural 

interaction technique while at the same time provides visual 

cues or feedback applied on the virtual object to improve user’s 

awareness on the virtual object status. The urban planning 

design prototype concept was used in order to test the 

integration method the both VR and AR space. In this 

preliminary result, the integration of the Leap Motion device 

with handheld and the integration of VR and AR space are 

done separately using the same approach of client-server 

architecture. The hand gesture tracked by Leap Motion which 

is attached with handheld device presented in Fig. 9. 

The preliminary result of the integration of VR and AR 

space are based on gesture interaction in VR while screen 

touch interaction on the handheld in AR. Other aspect that take 

into account other than to provide a natural way of interaction 

using gesture is user familiarity with the device way of 

interaction. The appropriate arrangement setup is conducted for 

the project in order for user to test the project immersive and 

seamlessly as in Fig. 10 below. 

 

Fig. 8. Integration of VR and AR in single shared space. 

 

Fig. 9. Gesture signal transferred to handheld device 

 

 

Fig. 10. User interaction in the integrated VR and AR space 

 

 

Fig. 11. (a) and (b) Visual feedback of selected object in the 

environment. In (c) and (d) Multi-user interaction manipulating same 

object 
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The Fig. 11 shows a multi-user interaction in a 

collaborative user interface. In (a) and (b) demonstrate the 

visual feedback of user selected object derived in different 

colour object representation. User in VR that manipulate object 

will change its colour to red while the user in AR will change it 

to blue. As in (c) and (d) shows multi-user interaction that 

performs collaboration in manipulating the same object in 

shared space. The preliminary result provides this project 

research with an insight into the capability to merge VR and 

AR space to work together. Such knowledge allows researchers 

to continually explore the uniqueness and capability especially 

in the realm of interaction field for multiple user in different 

type of interfaces. 
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