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ABSTRACT 

Sensor and network virtualization technology are used in smart home, smart grid, 

smart city and many other applications of Internet of Things (IoT) that deploy Wireless 

Sensor Network (WSN) to facilitate multiple sensor data transmission over multiple 

networks. Existing WSNs are designed for a specific application running on low data rate 

network. The challenge is how to ensure multiple sensor data for multiple applications be 

transmitted over multiple heterogeneous networks having different transmission rates while 

ensuring Quality-of-Service (QoS). The research has developed a middleware that provides 

sensor and network virtualization with guaranteed QoS. The middleware was designed 

comprising of two layers: Application Dependent Layer Middleware (ADLM) and Network 

Dependent Layer Middleware (NDLM). The ADLM combined multiple sensor data to form 

services based of Service Oriented Application (SOA). It is comprised of service handling 

manager that combines various sensor data and form services, QoS manager that assigns 

priority and service scheduling manager that forwards the service frames. The NDLM 

facilitated seamless transmissions of various service data over multiple heterogeneous 

networks. It consists of hypervisor which is composed of flowvisor and the powervisor. The 

flowvisor is madeup of transmit and routing managers responsible for routing and 

transmitting service packets. The powervisor consists of a resource manager that determines 

and selects the node with the highest battery power. The middleware was implemented and 

evaluated on a real experimental testbed. The experimental results showed that the 

middleware increased throughput by 8.7% and reduced the numbers of packets transmissions 

from the node by 68.7% compared to proxy middleware using SOA. In addition, end-to-end 

transmission delay was reduced by 85.2% when compared to SenShare using SOA. The 

flowvisor at the gateway decreased the waiting time of packets in the queue by 59.8%, when 

the flowvisor raised the output rate up to 2.5 times the maximum arrival rate of WSN 

packets. The powervisor increased the node’s life time by 17.6% when compared to VITRO 

by limiting the transmission power to the existing battery voltage level. In brief, the 

middleware has provided guaranteed QoS by increasing throughput, reducing end-to-end 

delay and minimizing energy consumption. The middleware is highly recommended for IoT 

applications such as smart city and smart grid.  



vi 

 

ABSTRAK 

Penderia dan teknologi kemayaan rangkaian digunakan di dalam rumah pintar, grid 

pintar, bandar pintar dan banyak aplikasi lain untuk objek rangkaian internet (IoT) yang 

mengatur kedudukan rangkaian penderia tanpa wayar (WSN) untuk memudahkan 

penghantaran berbilang data penderia melalui berbilang rangkaian. WSN sedia ada direka 

untuk aplikasi khusus berfungsi pada rangkaian data berkadaran rendah. Cabarannya adalah 

bagaimana  memastikan data berbilang penderia untuk berbilang aplikasi yang akan dihantar 

melalui berbilang rangkaian berlainan mempunyai kadar penghantaran berbeza sambil 

menjamin kualiti perkhidmatan (QoS). Penyelidikan ini telah membangunkan satu perisian 

tengah yang menyediakan penderia dan teknologi kemayaan dengan QoS yang terjamin. 

Perisian tengah yang dicadangkan adalah direka dengan mempunyai dua lapisan; lapisan 

perisian tengah bersandarkan aplikasi (ADLM), dan lapisan perisian tengah bersandarkan 

rangkaian (NDLM). ADLM itu menggabungkan data berbilang penderia untuk membentuk 

perkhidmatan berdasarkan aplikasi berorientasikan perkhidmatan (SOA). Ianya 

mengandungi pengurus pengendali perkhidmatan yang mengabungkan data pelbagai 

penderia dan membentuk perkhidmatan, pengurus QoS yang menetapkan tahap keutamaan 

dan pengurus penjadualan perkhidmatan yang menghantar kerangka perkhidmatan. NDLM 

itu memudahkan penghantaran selenjar untuk pelbagai data perkhidmatan melalui berbilang 

rangkaian berlainan. Ianya mengandungi hypervisor yang terdiri daripada flowvisor dan 

powervisor. Flowvisor adalah dibuat daripada pengurus penghantaran dan pengurus 

penghalaan yang bertanggungjawab untuk penghalaan dan penghantaran paket. Powervisor 

pula mengandungi pengurus sumber yang menentukan dan memilih nod yang mempunyai 

kuasa bateri paling tinggi. Perisian tengah ini telah dilaksanakan dan dinilai pada eksperimen 

tapak uji yang sebenar. Hasil eksperimen menunjukkan perisian tengah itu meningkatkan 

daya pemprosesan sebanyak 8.7% dan mengurangkan bilangan paket penghantaran dari nod 

sebanyak 68.7% berbanding dengan proksi perisian tengah menggunakan SOA. Selanjutnya, 

lengah penghantaran hujung-ke-hujung telah dikurangkan sebanyak 85.2% apabila 

dibandingkan dengan SenShare yang menggunakan SOA. Flowvisor pada get laluan 

mengurangkan  masa menunggu paket dalam giliran sebanyak 59.8% apabila flowvisor 

meningkatkan kadar keluaran setinggi 2.5 kali ganda kadar ketibaan maksimum paket WSN. 

Powervisor meningkatkan kadar tempoh hayat nod sebanyak 17.6% berbanding dengan 

VITRO dengan menghadkan kuasa penghantaran kepada kadar voltan bateri semasa. Secara 

ringkasnya, perisian tengah yang dicadangkan telah membuktikan jaminan QoS dengan 

meningkatkan daya pemprosesan, mengurangkan masa lengah hujung-ke-hujung dan 

meminimumkan penggunaan tenaga. Perisian tengah ini adalah sangat disarankan untuk 

aplikasi IoT seperti bandar pintar, grid pintar dan sebagainya. 
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CHAPTER 1

INTRODUCTION

1.1 Background

The trend in wireless networks, sensor devices and embedded technologies has
led to the increasingly interconnected devices. The rapid growth in the interconnected
devices using wireless sensor networks (WSN) is the basis of Internet of Thing
(IoT) [1]. IoT is the concept where large and small federated WSNs are seamlessly
connected to each other. IoT provides a potential business opportunity for IoT
infrastructure providers, service providers and software developers. The future market
for IoT is expected to reach 212 billion globally by 2020 [2].

Wireless Sensor Network (WSNs) are made up of sensing nodes mounted with
sensors and wireless transceivers that communicate with each other through multi
hops transmission. The sensing nodes monitor the physical conditions using sensors,
and transfers the information through the wireless medium. WSNs have immensely
been deployed in the fields of health care, smart home, assisted living, environment
monitoring, structural monitoring, military, security systems and etc.

Cloud computing and WSN play a significant role in IoT. Sensed data in the
WSN is uploaded to the cloud which has large storage, ample power and processing
capabilities. The web interaction technique is used in cloud computing to allow data to
be accessed globally through the Internet. Smart home is one of the applications in IoT.
Smart home is a new automation potential that can increase the standard of living of
home residents. It provides connectivity to household appliances mounted with sensors
nodes and actuators in the form of WSN that are linked to the cloud and the outside
world. Smart home technology includes home security, home power management,
home appliances control, assisted living, HVAC control, fire detection and environment
monitoring to raise the living standard of the residents. Homes are getting smarter and
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increase the comfort level of elder residents at home with the advancement in smart
home technology [3].

Ambient assisted living (AAL) is a concept that assists elderly or needy
residents at home based on WSN. AAL constantly monitors the health condition of
the elder residents at home using tiny sensor nodes, and tries to minimize the damage
caused by the health risks such as a fall, a stroke, heart attack, or any other disasters
event effecting elders at home [4]. In AAL the body of elderly resident at home
is mounted with the wearable sensors to monitor SpO2, heartbeat, blood pressure,
movements and fall detection. The paradigm of smart home and ambient assisted living
focuses on home automating and assisting elderly and physically disable residents at
home.

AAL is important due to the fact that roughly about 20% of the world’s
population will be age 60 or older by 2050 [5, 6]. Many of the elderly people face
the age-related diseases such as Parkinson and Alzheimer that cause cognitive decay,
limitations on the physical activities, vision disorders and hearing [7]. Therefore, the
amount of caregivers has to be increased to cater the problems of elderly people. Smart
home and ambient assisted living is an alternative to the caregivers such as elderly
home or hospital, by allowing the elderly and needy personals staying at home while
receiving medical treatment remotely.

Smart home and ambient assisted living application may use Zigbee, WiFi and
cellular data network such as 3G, 4G and LTE as the network for communications.
WSN has been designed to accommodate and support a specific application [8, 9].
However, Smart home and ambient assisted living is based on multiple applications
with diverse requirements. In order to support multiple applications, multiple WSNs
have to be deployed for running each separate specific application. WSNs are
equipped with low power short range wireless transceiver based on IEEE 802.15.4
recommendations for local data transmission. However, smart home and ambient
assisted living may require sensed data to be sent through multiple heterogeneous
networks to reach far distance destination. In order to support data transmission over
multiple heterogeneous networks, the existing approach is to use a router or gateway
where data are queued and wait for transmission to the specific network.

However, this solution is very less attractive due to the high cost of new
WSN deployment and space occupations. The future of smart home and ambient
assisted living lies in the virtualization of different hardware, software and services
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on a single platform. Virtualization creates an environment in embedded and sensor
networks, by which efficient sharing of resources, services and networks is achieved.
Virtualization combines different hardware and software on a platform along with the
network functionalities to control and administrate all the network resources [10]. The
goal of virtualization is to provide users with seamless access to the sensor data and
allow efficient utilization of the resources.

Virtualization can be divided into two main categories, sensor virtualization
and network virtualization. Sensor virtualization supports multiple applications on
a single WSN. Network virtualization provides seamless data transmission over
heterogeneous networks. In order to practically realize smart home ambient assisted
living there is a need to come up with network designs that have the capabilities
of achieving both the sensor virtualization and the network virtualization. In this
work sensor and network virtualization for smart home ambient assisted living will
be developed using middleware. The middleware is developed through the software
programming of the heterogeneous network.

1.2 Problem Statement

WSN are deployed for a particular application that is “fit-for-purpose”.
Network deployed for a single application can only serve a specific application due to
the tight coupling between application and network [11, 12]. The concern is separate
network for each application will lead to increase in the number of WSN nodes and
networks deployment [11, 13, 14]. The future IoT applications requires WSN that
are “fit for multipurpose” [11]. However, different applications use different radio
technologies and have different application requirements. The challenge is to design
and implement efficient, holistic middleware that provides both sensor and network
virtualization on multiple radio networks.

Middleware for WSN virtualization faces overhead challenges caused by the
additional middleware layer [10, 11, 14–17]. Therefore, inclusion of the middleware
incurs overhead that may reduce the efficiency of WSN and thus degrade the QoS of
WSN. The challenge is to design middleware that can minimize degradation of QoS in
WSN in terms of energy efficiency, throughput and delay. Furthermore, heterogeneous
networks’ integration and efficient management are still immature in the paradigm of
WSN virtualization [12, 17–19].
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1.3 Objectives of the Thesis

The main objective of the thesis is to design and implement middleware for
smart ambient assisted living defined as SHAAL. The purpose of the middleware is
to ensure QoS for SHAAL network that will be used to control and monitor home
appliances and assist the elderly and caregiver at home. In addition the middleware
should provide flexibility, modularity, robustness, scalability, extensibility and ease
of programming in WSN for applications linked to IoT. In order to develop the
middleware that can ensure QoS in sensor and network virtualization, the specific
objectives include;

I. To design middleware based on service oriented application approach to provide
sensor virtualization.

II. To design middleware that facilitates transmission over multiple radio networks
for network virtualization.

III. To implement and evaluate middleware in the real experimental testbed
environment.

In this work the QoS or the performance of SHAAL network depends on the
throughput, node’s life time, end to end delay and energy efficiency. The performance
of the SHAAL network with the proposed middleware is evaluated in the real
experimental testbed.

1.4 Scope of the Thesis

The middleware layer is assumed to sit exactly between the application layer
and network layer. The middleware resides on the sensor nodes, the gateway and
the user application devices. For the evaluation of the middleware, real testbed has
been setup, considering home environment and using the sensor nodes mounted with
multiple sensors. The testbed is set up in the laboratory by placing all the sensor nodes
in stationary positions. Furthermore, the testbed comprises of multiple low power,
low processing sensor nodes. Testbed nodes are based on IEEE 802.15.4 and WiFi
networks, which use industrial, scientific and medical (ISM) radio frequency band at
2.4 GHz. Sensor nodes use WiFi and IEEE 802.15.4 network to communicate with
the gateway. All nodes using WiFi network are based on IPv4 addressing scheme.
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Furthermore, the 3G network is used to communicate to the cloud server by the
gateway.

The sensor nodes are based on different Operating System (OS); TelG node
is based on WiseOS and Raspberry-pi node is based on Embedded Linux. For the
gateway UDOO board is used, that is a high processing power device based on
Embedded Linux. TelG sensor nodes are programmed using C programming language
and gateway is programmed using python programming language. TelG nodes are
mounted with XBEE 802.15.4 and XBEE WiFi modules. The cloud server has not
been setup in the laboratory; rather Ubidots cloud server is used for the experimental
setup. The middleware at the gateway uses RESTful approach to communicate with
the cloud server over 3G. Cloud server is not used to manage multiple WSNs; rather it
is used only for the storage purposes.

1.5 Research Contributions

The main contributions of the work are the development of the middleware
layer. The middleware layer allows multiple applications to run over multiple
networks. Middleware takes a holistic approach and provides support for sensor
virtualization and network virtualization. The specific contribution includes.

• Application Dependent Layer Middleware (ADLM) is designed based on the
Service Oriented Application (SOA) that combines multiple sensors’ data and
form services that increases the throughput. The ADLM assigns priority to each
service frame of IEEE 802.15.4 and WiFi network, which reduces the queuing
delay of high priority packets as they are served first.

• Network Dependent Layer Middleware (NDLM) is designed that manages
multiple networks and the battery power of the sensor node by adjusting the
transmission power of the node’s RF module according to the current battery
voltage level that increases the node’s life time. It is also responsible to choose
the best next hop node for routing the service packet to the gateway.

• Hypervisor is designed on the NDLM at the gateway. The hypervisor hides
the differences of multiple networks and enables WSNs’ nodes to communicate
seamlessly with other network nodes and the cloud server through the Internet.
The flowvisor reduces the transmission delay by increasing the output rate of the
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queue. Powervisor chooses the nodes with the highest battery power for service
data transmissions.

1.6 Significance of the Research

Middleware for sensor and network virtualization can guarantee an effective
implementation of multiple IoT applications. The capability of supporting multiple
applications reduces the proliferation of networks and devices. Furthermore, with
multi network and multi radio support, it is easy to add a wide range of devices into
already installed networks. Therefore, the middleware reduces the cost of network
deployment significantly, and plays a key role in making businesses successful by
lowering costs for the end users.

Middleware provides extensibility, scalability, robustness, energy awareness
and ease of programming that can play a significant role in the uplifting the
performance of IoT applications like; industrial networks, security systems, smart grid,
structural monitoring, smart transportation and health care etc. Supporting multiple
heterogeneous networks, middleware contributes to IoT where large heterogeneous
networks are to be federated.

1.7 Thesis Outline

This thesis consists of six chapters and is organized as follows:

Chapter 2 studies and reviews the background knowledge and previous works
carried out related to sensor and network virtualization. It presents the analysis of the
middleware for WSN virtualization and its strategies. It clearly presents the previous
research works, and highlights the shortcomings of the previous efforts made in the
paradigm of sensor and network virtualization. In this respect, it first presents the
introduction of WSN, smart home and assisted living technologies. It highlights the
concept of sensor virtualization and network virtualization. Furthermore, in depth
critical review of relevant literature is presented. Furthermore, the programming
paradigms and operating systems used for WSN middleware development are
investigated. Moreover, an analysis of the previous testbeds is made, and the
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