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ABSTRACT 

 

 

 

 

 The rapid advancement of the information technology brings new challenges 

and put new demands on our education system. The process of teaching and learning 

have moved from classroom to Computer Aided Learning (CAL) system. Big data 

technology and machine learning plays an important role in Computer Aided Learning 

(CAL) system due to the massive information or data generated by the system. This 

leads to the rapid development of data mining in education denote as Educational Data 

Mining (EDM). The abundance of data collected by the system can be used to analyse, 

predict and solve many societal issues in the education field such as improve the 

quality of education, predict as well as monitor educational outcomes. Effective 

analysing or predicting the future growth of students’ performance can make the 

Computer Aided Learning (CAL) system a better platform for learning compared to 

traditional learning. Machine learning techniques were used to get reliable and 

accurate prediction on students’ performance. Apache Hadoop has been the backbone 

for big data technology until the emergence of Apache Spark. However, only several 

researches are done on EDM using Apache Spark. In this dissertation, PySpark was be 

integrated with Jupyter Notebook to perform EDM on Educational Process Mining 

(EPM) data set. The Spark MLlib was used to compare four classification algorithms 

such as Logistic Regression, Naïve Bayes, Decision Tree and Random Forest to deal 

with EPM data set. Random Forest classifier outperformed other classifiers in 

Accuracy, Area Under the Precision-Recall(PR) and Area Under the Receiver 

Operating Characteristic (ROC) although with slightly slower Execution Time in this 

study. Random Forest classifier are the best classifier when dealing with EDM. 
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ABSTRAK 

 

 

 

 

 Perkembangan pesat teknologi maklumat menjurus kepada pembaharuan dan  

pembaikpulihan dalam sistem pendidikan. Proses pengajaran dan pembelajaran telah 

berubah dari sistem bilik darjah ke sistem pembelajaran daripada komputer (CAL). 

Data besar dan pembelajaran mesin memainkan peranan penting dalam sistem CAL 

disebabkan oleh maklumat besar-besaran yang dihasilkan oleh sistem. Ini membawa 

kepada perkembangan pesat penyiasatan data dalam sistem pendidikan yang dikenali 

sebagai Penyiasatan Data Pendidikan (EDM). Data yang dikumpul oleh sistem boleh 

digunakan untuk menganalisis, meramal dan menyelesaikan pelbagai isu berkaitan 

bidang pendidikan seperti meningkatkan kualiti pendidikan, meramal serta memantau 

hasil pendidikan. Analisis yang berkesan dapat meramal pertumbuhan masa depan 

prestasi pelajar dan menjadikan sistem pembelajaran daripada komputer (CAL) 

sebagai platform pembelajaran yang lebih baik berbanding pembelajaran tradisional. 

Teknik pembelajaran mesin digunakan untuk mendapatkan ramalan yang boleh 

dipercayai dan tepat terhadap prestasi pelajar. Apache Hadoop telah menjadi tulang 

belakang untuk teknologi data besar sehingga kemunculan Apache Spark. Walau 

bagaimanapun, hanya beberapa penyelidikan yang dilakukan untuk EDM 

menggunakan Apache Spark. Dalam disertasi ini, PySpark telah diintegrasikan dengan 

Jupyter Notebook untuk melaksanakan EDM pada set data Educational Process 

Mining (EPM). Spark MLlib digunakan untuk membandingkan empat algoritma 

klasifikasi iaitu Regresi Logistik, Naïve Bayes, Pohon Keputusan dan Random Forest 

apabila berurusan dengan set data EPM. Klasifikasi Random Forest memberi 

keputusan yang lebih baik berbanding klasifikasi lain dan ia amat sesuai digunakan 

apabila berurusan dengan EDM. 
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

1.1 Overview 

 

The rapid advancement of the information technology brings new challenges 

and put new demands on our education system. The process of teaching and learning 

have moved from classroom to Computer Aided Learning (CAL) system.  

 

  It started with CD-ROM that only provide a set of programmed instructions 

used for educational purpose. Unfortunately, students still have to depend on their 

teachers since there is no interaction between student and the system. Besides, there is 

no personalization since the system is meant for general educational purpose. An 

effective Computer Aided Learning (CAL) system should present material in 

stimulating way, give questions relevant to individual students’ knowledge area, 

interest, background and skills. It should have also provided platform to ask questions 

and give response whether it is between students or student and the system. 

 

 Big data technology and machine learning plays an important role in Computer 

Aided Learning (CAL) system due to the massive information or data generated by the 

system. This leads to the rapid development of data mining in education denote as 

Educational Data Mining (EDM). The abundance of data collected by the system can 

be used to analyse, predict and solve many societal issues in the education field such 

as improve the quality of education, predict as well as monitor educational outcomes. 
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 Education data from schools, colleges, universities or even through eLearning 

environment/simulator are used to perform research in EDM. EDM is performed by 

applying various data mining techniques available such as classification and clustering 

to do prediction, discover hidden patterns and adjust program actions accordingly. It 

is done even more easier with the help of machine learning. The discovered knowledge 

can then be used by the educational institutes to overcome the problem of low grades 

and poor performance of students. EDM is important so that measures can be taken to 

improve the overall academic performance. 

 

Enhancing learner models and domain models, studying the pedagogical 

support provided by learning software and conducting scientific research on learning 

and learners are the suggested four key areas of EDM application based on Baker, et 

al. (2009 & 2010). While, Castro, et al., (2007) categorized EDM jobs into four 

distinctive areas which are applications that deal with the assessment of students 

learning execution, course adjustment and learning proposals to customize students 

learning based on individual student’s behaviour, developing a strategy to assess 

materials in online courses, approaches that utilize input from leaners and tutors in e-

learning courses, and detection models for revealing student learning behaviours. 

 

There are plenty of open source machine learning frameworks to deal with big 

data such as Apache Hadoop, Apache Singa, Amazon Machine Learning (AML), 

Apache Spark and many more. Each one has its own advantages and disadvantages. 

Apache Spark is the new future of big data technology so for this dissertation Apache 

Spark MLlib integrated with Jupyter Notebook will be used to do the EDM on 

Educational Process Mining (EPM) data set that was built from the recordings of 115 

subjects' activities through a logging application while learning with an educational 

simulator. 
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1.2 Background of the Problem 

 

Educational simulator allows students to learn materials through specialized 

browsers by allowing them to solve various problems with different levels of 

difficulty. Learners get to verify their knowledge and test understanding on particular 

subject. It is crucial for learners to do self-assessment because it can develop the ability 

to identify their strengths and weaknesses on a specific topic. By engaging with 

different level of difficulty, students can focus their study efforts on the particular area 

they believe needs improvement. 

 

Besides that, educational institutes need to improve their education quality. It 

can only be increased by providing learners with the appropriate learning materials, 

monitoring learners’ performance, predicting the final grade of students and providing 

solutions to encounter dropout issues before it is too late. This is when Educational 

Data Mining emerges to improve education field. 

 

The growth and development of nation together with young generation are 

influenced by the effectiveness of educational system and quality of education 

provided by the educational institutions. These gains the interest of researchers and 

institutions to invest money as well as effort on Education Data Mining (EDM).  

 

A study was conducted on student academic performance of the Dr. R.M.L. 

Awadh University, Faizabad, India where a total number of 300 (226 males, 74 

females) students of BCA (Bachelor of Computer Applications) course from five 

colleges in the 2009-2010 examination were selected (Bhardwaj & Pal, 2011). 

Students’ performance was predicted to identify the difference between fast learners 

and slow learners using the Bayesian Classification. The result can be helpful for the 

teachers to improve the students’ performance by giving special attention on the slow 

learners. 
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Besides that, a study on student academic performance at S.G.R. Education 

Foundation’s College of Engineering and Management was conducted by using 

sampling data taken for first year engineering in the year 2009-10 and 2010-11.  

 

Engineering students’ past performance data were applied to the classification 

technique and decision tree algorithms to predict their performance. Confusion matrix 

was generated and analysed to identify the students’ fail records. The accuracy of the 

model improves their attributes for better performance. 

 

Analysing or predicting the future growth of student’s performances using 

various approaches and techniques is one of the rising trends in Educational Data 

Mining (EDM). Enhancing the student’s performance in their academic will directly 

improve the educational process but there is where the challenge lies within, especially 

when have to deal with massive data. 

 

Apache Hadoop has been the backbone for big data technology by offering 

distributed storage, superior scalability, ideal performance and fault tolerance. 

However, it requires a lot of processing time thereby increase latency.  It also only 

support batch processing and no real-time data processing. Hadoop does not fit for 

small data. In security concern, Hadoop is missing encryption at storage and network 

levels. These leads to the emergence of Apache Spark and numerous researches done 

to conduct EDM with Apache Spark due to its advantages over Apache Hadoop. 

 

 

 

 

1.3       Problem Statement 

 

A wide range of researches have been conducted on Education Data Mining 

(EDM) but there are only a few done on EDM using big data technology. This is the 

biggest challenge because there are very less resources to refer as a guide for this 

dissertation. On the other hand, there is no EDM research conducted using Educational 

Process Mining (EPM) data set with Apache Spark or Apache Spark MLlib. The prior 

researchers who worked on Apache Spark concentrated on its framework and did not 
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integrate web applications for better User Interaction (UI). This dissertation presents 

the use of PySpark with Jupyter Notebook to do EDM on Educational Process Mining 

(EPM) data set. 

 

 

 

 

1.4       Dissertation Goal and Objectives 

 

Effective analysing or predicting the future growth of students’ performance 

can make the Computer Aided Learning (CAL) system a better platform for learning 

compared to traditional learning. Four machine learning techniques will be used to 

perform classification on the EPM data set and students’ performance will be 

predicted. Based on the dissertation goal mentioned above, the objectives of this 

research are as follows: 

 

1. To integrate Spark Python API (PySpark) with Jupyter Notebook and 

 provide User Interface (UI) to assist non-technical people. 

2. To perform Educational Data Mining (EDM) on Educational Process 

 Mining (EPM) data set by doing classification using four different 

 Apache Spark Machine Learning (Spark MLlib) algorithms. The 

 classification results will be used to do prediction on students’ 

 performance. 

3. To evaluate the effectiveness of Apache Spark Machine Learning 

 (Spark MLlib) algorithms on handling large data set in Educational 

 Data Mining (EDM). 

 

 

 

 

1.5  Dissertation Scope and Assumptions 

 

Researches in EDM are growing drastically over the decade since there are still 

many improvements and initiatives need to be taken care for better education system. 
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However, EDM with big data tool such as Apache Spark is still new in the research 

field. Therefore, this research is set within certain scopes that focuses on: 

 

1.  PySpark will be used for this dissertation, that means Python 

 programming language will be used even though Apache Spark 

 support multiple languages such as Scala, R and Java. 

2.  Spark MLlib will be used to perform EDM on Educational Process 

 Mining (EPM) data set. 

3.  A web application called Jupyter Notebook will be integrated with 

 Pyspark to perform the EDM. 

 

 

 

 

1.6  Significance of Dissertation 

 

Using PySpark in this dissertation will significantly reduce the execution time 

and storage to perform EDM on Educational Process Mining (EPM) data set compared 

to using Apache Hadoop or any other data mining tools. It is the first study to conduct 

EDM on Educational Process Mining (EPM) data set using PySpark integrated with 

Jupyter Notebook. 

 

 

 

 

1.7  Organization of the Thesis 

 

The thesis contains five chapters. Chapter 1 starts with introduction, problem 

background and statement, dissertation goal and objectives, scope, importance of the 

dissertation. Then, chapter 2 gives the literature review on big data technology, 

Education Data Mining (EDM), Deeds (Digital Electronics Education and Design 

Suite), machine learning concepts, big data tools focused on Apache Hadoop and 

Apache Spark, the comparison of both big data tools in EDM in prior researches, web 

application that will be used for this dissertation and other related issues that help to 

clarify, understand and solve the problems in this research. The methodologies of the 
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EDM on Educational Process Mining (EPM) data set using PySpark integrated with 

Jupyter Notebook are discussed in Chapter 3. Discussion based on the dissertation 

outcomes are done in Chapter 4. Lastly, dissertation conclusion and future work 

recommendations are presented in Chapter 5.
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