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ABSTRACT 

 

 

 

 

 As the trend of the medical intervention moves towards becoming minimally 

invasive, the role of medical imaging has grown increasingly important. Medical 

images acquired from a variety of imaging modalities require image preprocessing, 

information extraction and data analysis algorithms in order for the potentially useful 

information to be delivered to clinicians so as to facilitate better diagnosis, treatment 

planning and surgical intervention. This thesis investigates the employment of an 

affine registration method to register the pre-operative Computed Tomography (CT) 

and intra-operative Ultrasound cardiac images. The main benefit of registering 

Ultrasound and CT cardiac images is to compensate the weaknesses and combine the 

advantages from both modalities. However, the multimodal registration is a complex 

and challenging task since there is no specific relationship between the intensity 

values of the corresponding pixels. Image preprocessing methods such as image 

denoising, edge detection and contour delineation are implemented to obtain the 

salient and significant features before the registration process. The features-based 

Scale Invariant Feature Transform (SIFT) method and homography transformation 

are then applied to find the transformation that aligns the floating image to the 

reference image. The registration results of three different patient datasets are 

assessed by the objective performance measures to ensure that the clinically 

meaningful result are obtained. Furthermore, the relationship between the pre-

operative CT image and the transformed intra-operative Ultrasound image are 

evaluated using joint histogram, MI and NMI. Although the proposed framework 

falls slightly short of achieving the perfect compensation of cardiac movements and 

deformation, it can be legitimately implemented as an initialisation step for further 

studies in dynamic and deformable cardiac registration. 
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ABSTRAK 

 

 

 

 

 Dengan perubahan trend campur tangan perubatan yang semakin ke arah 

minimal, peranan pengimejan perubatan telah menjadi semakin penting. Imej-imej 

perubatan yang diperoleh daripada pelbagai kaedah pengimejan memerlukan pra 

pemprosesan, pengekstrakan maklumat dan algoritma analisa data bagi maklumat 

yang berguna agari dihantar kepada doktor untuk memudahkan diagnosis yang lebih 

baik, perancangan rawatan dan pembedahan. Tesis ini mengkaji pendekatan bagi 

kaedah pendaftaran secara affine untuk mendaftarkan Computed Tomography (CT) 

yang bersifat pra-pembedahan dan Ultrasound imej jantung yang bersifat sewaktu-

pembedahan. Manfaat utama mendaftarkan imej Ultrasound dan CT jantung adalah 

untuk mengimbangi kelemahan dan menggabungkan kelebihan daripada kedua-dua 

kaedah. Walaubagaimanapun, pendaftaran pelbagai pengimejan adalah satu tugas 

yang kompleks dan mencabar kerana tidak ada hubungan tertentu antara nilai 

keamatan piksel sepadan. Kaedah pemprosesan imej seperti nyah-hingar, pengesanan 

titik hujung dan persempadanan kontur dilaksanakan untuk mendapatkan ciri-ciri 

utama dan penting sebelum proses pendaftaran. SIFT dan transformasi homografi 

kemudiannya digunakan untuk mencari transformasi yang menjajarkan imej terapung 

dengan imej rujukan. Keputusan pendaftaran tiga set data pesakit yang berbeza 

dinilai dengan ukuran objektif untuk memastikan keputusan klinikal yang sesuai 

diperolehi. Tambahan pula, hubungan antara imej pra-pembedahan CT dan imej 

sewaktu-pembedahan Ultrasound yang berubah dinilai menggunakan histogram 

bersama, MI dan NMI. Walaupun rangka kerja yang dicadangkan tidak mencukupi 

untuk mencapai pampasan yang sempurna pergerakan jantung dan ubah bentuk, ia 

boleh secara sah dilaksanakan sebagai langkah pengawalan untuk melanjutkan 

pelajaran dinamik dan pendaftaran jantung ubah bentuk. 
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

1.1 Introduction 

 

 

 Cardiovascular diseases (CVDs) are diseases of the heart and blood vessel, 

including coronary heart disease, cerebrovascular disease, peripheral arterial disease, 

rheumatic heart disease and congenital heart disease [1]. They are also known as 

heart and circulatory disease. The most common cause of CVDs is atherosclerosis, 

which is the build-up of plaques on the inner walls of the arteries that limits or blocks 

the blood supply to the heart or brain. This can lead to serious health problems such 

as heart attack, heart failure, stroke or even death. According to the report “Heart 

disease and stroke statistic–2015 update” published by American Heart Association 

[1], CVDs remain the leading global cause of death with 17.3 million deaths each 

year. The number is expected to exceed 23.6 million by 2030, and 80% of CVD 

deaths occurred in low-income and middle-income countries [1]. The estimated 

global cost of direct and indirect loss, including healthcare expenditure and loss of 

productivity was 863 billion in 2010 and is expected to rise to $1.04 trillion in 2030 

[2]. Therefore, it is essential to have effective and low cost healthcare services 

available for the general population, thus able to contribute to more saving of lives. 
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1.2 Research Background 

 

 

 Medical imaging is experiencing a significant growth and becoming an 

integral part in modern healthcare, due to the rapid development of computing power 

and the improvements in imaging technologies over the past few decades. Medical 

imaging has been extensively used for the purpose of diagnosis, disease monitoring, 

treatment planning, and surgical intervention. There are several medical imaging 

devices that are widely available, such as Computed Tomography (CT), Magnetic 

Resonance Imaging (MRI), Positron Emission Tomography (PET), Ultrasound, 

Single-Photon Emission Computerized Tomography (SPECT), X-ray, and more. The 

images acquired from these devices display the anatomical structure and functional 

information about a human organ. They are usually raw in nature and require 

subsequent preprocessing, information extraction and data analysis in order for the 

potentially useful information to be benefitted. In this regard, quantitative evaluation 

and assessment of medical images, using computer-aided imaging techniques, has 

enabled the clinicians in reaching an unbiased and more objective decision within a 

short span of time [3, 4]. 

 

 

 Furthermore, the role of medical imaging has expanded beyond the 

visualization of anatomical structure and functional information of the organ, as it 

continues to develop into advanced clinical tools such as image-guided intervention 

[5, 6]. Image-guided intervention is the procedure that uses sophisticated imaging 

technology and computer-assisted systems to provide the information required by the 

clinicians to visualize and locate the surgical areas precisely [6]. It has become an 

essential medical procedure for cardiovascular diseases due to its minimally invasive 

characteristics, which is capable of performing the intervention by inserting catheters 

into the heart rather than opening up the heart. The advantages of minimally invasive 

intervention are numerous, including smaller incisions, lower risk of bleeding, lower 

risk of infection and shorter recovery time compared to open surgery [7].  
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 However, minimally invasive intervention is not without its limitations; 

notably it has less or no direct open visual inspection with the surgical target and tool. 

Hence, the process of extracting, registering and combining the information acquired 

from medical images are required in providing a detailed road map that can lead to a 

successful image guided intervention [6]. It is known that different medical imaging 

modalities brings different complementary and advantageous information for 

different clinical applications. Each modality has different clinical domains and a 

range of applicability [8]. For example, CT acquires images of anatomical structures 

of the organ with high spatial resolution and high contrast between bones and tissues. 

MRI meanwhile, is mainly used for the imaging of soft tissues. PET and SPECT 

provide functional and metabolic information which allows the detection of a tumor 

and highlight its activities. On the other hand, Ultrasound imaging offers a non-

invasive solution and real-time capability in guiding intervention. Based on all the 

above, it is clearly not possible for a single imaging modality aforementioned to 

comprehensively derive all details required to facilitate a proper diagnosis, treatment 

planning and intervention. Therefore, image fusion technique is used as solution to 

combine all information under one modality. A pre-requisite of fusion is a procedure 

known as image registration. 

 

 

 

 

1.3 Problem Statement 

 

 

Image registration technique is used to establish the correspondence or spatial 

mapping between sets of image data. It has a wide variety of applications in the field 

of remote sensing, computer vision, robotics and medical image processing. In 

medical imaging, the registration process aim to discover the transformation that 

spatially and geometrically aligns two or more images that are acquired from the 

same or different subjects, from the same or different modalities, at the same or 

different viewpoint and at a same or different time [9, 10]. It enables the 

establishment of the correspondence between the target image and the reference 

image by mapping the correlated point or feature in one coordinate space into 
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another coordinate space. The choice of modalities reflects real world situations. The 

high temporal resolution, non-invasive and real-time intra-operative Ultrasound 

image is registered with high spatial resolution pre-operative CT image in order to 

explore the possibility of implementing the real-time Ultrasound and CT cardiac 

image guided intervention system.  

 

 

Nevertheless, multi-modal image registration is a unique, complex and 

challenging task in the medical imaging field. The reasons for this is described as 

follows: different imaging modalities use different principles and parameters in their 

acquisition process. Hence, different imaging modality devices tend to produce the 

images with different characteristics and different physical representations, even for 

the same target organ [11]. In other words, the correlation between the images of 

different imaging modalities are relatively low. Thus, the contrast in image properties, 

viewing size, angle and position between the respective imaging modalities may 

become the obstacles. 

 

 

Another issue is a forced compromise between spatial resolution and 

temporal resolution of an image. The medical image with high spatial resolution 

usually does not have good temporal resolution and vice versa. Registration of 

Ultrasound and CT images ensures compensation of the spatial and temporal 

difference, and the information acquired from both modalities can be integrated 

[12,13]. This in turn can greatly assist the clinician in locating targeted regions and 

making objective decisions during the intervention. Besides that, due to no specific 

or unknown relationship between the intensity values of the corresponding pixels of 

intra-operative Ultrasound image and pre-operative CT image acquired from the 

patient in the operating room, registration becomes much more difficult process [14]. 

In addition, there is still no standard procedure or fully automated registration 

method available to handle various clinical applications. Thus, multimodal cardiac 

image registration remains as an open and challenging research area. 
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1.4 Research Objectives 

 

 

 The research proposed in this thesis is part of a larger research framework 

that aims to implement real-time Ultrasound and Computed Tomography cardiac 

image-guided intervention system. It has been the central aim of collaborative 

research efforts at the IJN-UTM Cardiovascular Engineering Centre, Universiti 

Teknologi Malaysia. The overview and workflow of the proposed system are shown 

in Figure 1.1. The red-dotted box is the main focus of this thesis. 

 

 

 Based on the problem statement, the objectives of this research are stated as 

follows:  

 

i. To preprocess and extract the salient features from the intra-operative 

 Ultrasound cardiac image and pre-operative CT cardiac image, 

 respectively. 

 

ii. To register the intra-operative Ultrasound cardiac image and pre-

 operative CT cardiac image via a feature-based registration method. 

 

iii. To assess and evaluate the performance of the proposed Ultrasound-

 CT image registration framework using an intensity-based similarity 

 measure. 
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Figure 1.1: Overview and workflow of the real-time Ultrasound and CT cardiac 

image-guided intervention system proposed by IJN-UTM Cardiovascular 

Engineering Centre 

 

 

 

 

1.5 Research Scopes 

 

 

 Several scopes have been outlined for this research: 

 

i. Two-dimensional (2D) Ultrasound and CT cardiac images are used. 

 

ii. Three randomly selected patient datasets are acquired from IJN and 

used throughout this research. 

 

iii. Includes only four different basic Ultrasound cardiac views: apical 

two chamber view, apical four chamber view, parasternal long axis 

view and parasternal short axis view at the papillary muscle level. A 

total of 24 images are therefore used in this thesis. 
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iv. Affine transformation which is invariant to translation, rotation, 

shearing and scaling, are considered. 

 

v. Pre-registered or manually registered Ultrasound datasets constructed 

by the IJN medical practitioner, are used as the reference image in 

determining the geometrical transformation that maps and aligns the 

Ultrasound and CT cardiac images. 

 

 

 

 

1.6 Structure of Thesis 

 

 

This thesis consists of five chapters and is organized as follows: Chapter One 

presents the introduction of the research study. This chapter includes an introduction, 

research background, problem statements, research objectives, research scope and 

structure of the thesis. Chapter Two describes the anatomical structure of the heart. 

The basic physic of the Ultrasound and CT imaging modalities also discussed in this 

chapter. Next, the literature review related to the medical image registration methods 

is studied, thus pointing out their strengths and limitations respectively. Chapter 

Three highlights the detail of the proposed methodology and techniques used for the 

registration framework. It consists of four main stages: preprocessing stage, feature 

extraction stage, registration stage and similarity measure stage. Chapter Four 

presents and discusses the experimental findings obtained using patient datasets for 

each stage. Lastly, Chapter Five summarizes and concludes the thesis along with the 

recommendations for future work. 

 

 

 



 

 

 

 



 

 

REFERENCE 

 

 

 

 

[1] Mozaffarian, D., Benjamin, E. J., Go A. S., Arnett, D. K., Blaha M. J., 

 Cushman, M. Heart Disease and Stroke Statistics--2015 Update: American 

 Heart Association Circulation, 2015. 131(4):e29-322. 

[2] Bloom, D. E., Cafiero, E. T., Jané-Llopis, E., Abrahams-Gessel, S., Bloom, 

 L. R., Fathima, S., Feigl, A. B., Gaziano, T., Mowafi, M., Pandya, A., 

 Prettner, K., Rosenberg, L., Seligman, B., Stein, A. Z., and Weinstein, C. The 

 Global Economic Burden of Noncommunicable Diseases. Geneva, 

 Switzerland: Harvard School of Public Health, World Economic Forum; 2011. 

[3] James, A. P., and Dasarathy, B. V. Medical Image Fusion: A Survey of the 

 State of the Art. Information Fusion. 2014. 19:4-19. 

[4] Russell, T., and Joskowicz, L. Computer-Integrated Surgery and Medical 

 Robotics. In: M Kutz. Standard Handbook of Biomedical Engineering. 325-

 53; 2002. 

[5] McInerney, T., and Terzopoulos, D. Deformable Models in Medical Image 

 Analysis: A Survey. Medical Imaging Analysis. 1996. 1(2): 91-108. 

[6] Cleary, K., and Peters, T. M. Image-guided Interventions: Technology 

 Review and Clinical Applications. Annual review of biomedical engineering. 

 2010. 12:119-42. 

[7] Iribarne, A., Easterwood, R., Chan, E. Y., Yang, J., Soni, L., Russo, M. J., et 

 al. The Golden Age of Minimally Invasive Cardiothoracic Surgery: Current 

 and Future Perspectives. Future Cardiol. 2011. 7(3):333-46. 

[8] Demongeot, J., Wendling, J. B., Mattes, J., Haigron, P., Glade, N., and 

 Coatrieux, J. L. Multiscale Modeling and Imaging: The Challenges of 

 Biocomplexity. Proceedings of the IEEE. 2003. 91(10):1723-37.  



101 

 

 

[9] Oliveira, F. P. M. and Tavares, J. M. R. Medical Image Registration: A 

 Review. Computer Methods in Biomechanics and Biomedical Engineering. 

 2014. 17(2): 73-93 

[10] Xiong, Z. and Zhang, Y. A Critical Review of Image Registration Methods. 

 International Journal of Image and Data Fusion. 2010.1(2): 137-58. 

[11] Curiel, L., Chopra, R. and Hynynen, K. Progress in Multimodality Imaging: 

 Truly Simultaneous Ultrasound and Magnetic Resonance Imaging. IEEE 

 transactions on medical imaging. 2007. 26(12):1740-6. 

[12] Wein, W., Brunke, S., Khamene, A., Callstrom, M. R., Navab, N. Automatic 

 CT-Ultrasound Registration for Diagnostic Imaging and Image-guided 

 Intervention. Medical Image Analysis. 2008. 12(5): 577-585. 

[13] Lang, P., Rajchl, M., Li, F. and Peters, T. M. Towards Model-enhanced Real-

 time Ultrasound Guided Cardiac Interventions. IEEE International 

 Conference on Intelligent Computation and Bio-Medical Instrumentation 

 (ICBMI), December, 2011. 89-92. 

[14] Rogelj, P., S. Kovačič, and Gee, J.C. Point similarity measures for non-rigid 

 registration of multi-modal data. Computer Vision and Image Understanding, 

 2003. 92(1): 112-140. 

[15] Tortora, G. J. and Derrickson, B. H. Principles of Anatomy and Physiology: 

 Maintenance  and Continuity of the Human Body. Volume 2: John Wiley & 

 Sons, Incorporated. 2008;717-59. 

[16] Tavakoli, V. and Amini, A. A. A Survey of Shaped-based Registration and 

 Segmentation  Techniques for Cardiac Images. Computer Vision and Image 

 Understing. 2013. 117(9): 966-989. 

[17] Makela, T., Clarysse, P., Sipila, O., Pauna, N., Pham, Q. C., Katila, T. et al. 

 A Review of Cardiac Image Registration Methods. IEEE Trans Med Imaging. 

 2002. 21(9): 1011- 21. 

[18] Shechter, G., Ozturk, C., Resar, J. R. and Mcveigh, E. R. Respiratory Motion 

 of the Heart from Free Breathing Coronary Angiograms. IEEE Transactions 

 on Medical Imaging. 2004. 23(8):1046–1056. 

[19] Manke, D., Nehrke, K., R¨osch, P. and D¨ossel, O. Study of Respiratory 

 Motion of the Heart in coronary Angiography. International Journal of 

 Bioelectromagnetism. 2000. 2(2).  



102 

 

 

[20] Ter-Pogossian, M. M., Bergmann, S. R. and Sobel, B. E. Influence of Cardiac 

 and Respiratory Motion on Tomographic Reconstructions of the Heart: 

 Implications for Quantitative Nuclear Cardiology. J Comput Assist Tomogr. 

 1982. 6(6):1148–1155. 

[21] Klein, G. J. and Huesman, R. H. Four-dimensional Processing of Deformable 

 Cardiac PET Data. Med Image Anal. 2002. 6(1): 29-46. 

[22] Fenster, A., Downey, D. B. and Neale Cardinal, H. Three-dimensional 

 Ultrasound Imaging. Physics in Medicine and Biology. 2001. 46(5):67-99. 

[23] Burns, P. N. Introduction to the physical principles of Ultrasound imaging 

 and doppler. Fundamentals in Medical Biophysics.2005. 

[24] Michailovich, O. V. and Tannenbaum, A. Despeckling of Medical Ultrasound 

 Images. IEEE Transactions on Ultrasound Ferroelectrics Freqency Control. 

 2006.  53(1): 64-78. 

[25] Physical principles of Ultrasound  

[26] Kossoff, G. Basic Physics and Imaging Characteristics of Ultrasound. 

 World Journal of Surgery. 2000. 24(2): 134-142. 

[27] Smith, S. W. The Scientist and Engineer's Guide to Digital Signal Processing. 

 San Diego: California Technical Publishing. 1997. 442-450. 

[28] Sheikh, N. Medium Resolution Computed Tomography through Phosphor 

 Screen Detector and 3D Image Analysis. Doctoral Dissertation. Iowa State 

 University; 2006. 

[29] Ulzheimer, S. and Flohr, T. Multislice CT: Current Technology and Future 

 Developments. In: Reiser, M. F., Becker, C. R., Nikolaou, K. and Glazer, G. 

 ed. Multislice CT. Heidelberg: Springer-Berlin. 3-23; 2009. 

[30] Barrett, J. F. and Nicholas, K . Artifacts in CT: Recognition and Avoidance. 

 RadioGraphics. 2004. 24(6):1679 – 1691. 

[31] Herrmann, T. L., Fauber, T. L., Gill, J., Hoffman, C., Orth, D. K., Peterson, P. 

 A., Prouty, R. R., Woodward, A. P. and Odle, T. G. Best Practices in Digital 

 Radiography. Radiologic Technology. 2012. 84(1): 83-89. 

[32] Herbert, L. F. Drawbacks and Limitations of Computed Tomography. Texas 

 Heart Institute Journal. 2004. 31(4): 345-348 

[33] Ratib, O. and Rosset, A. Open-source Software in Medical Imaging: 

 Development of OsiriX. Int. J. Comput. Assist. Radiol. Surg. 2006. 1(4): 

 187–196.  



103 

 

 

[34] Brown, L. G. A Survey of Image Registration Techniques. ACM Comput. 

 Surv. 1992. 24(4): 325-376. 

[35] Maintz, J. B. A., Viergever, M. A. An Overview of Medical Image 

 Registration Methods. In Symposium of the Belgian hospital physicists 

 association. 1996. 

[36] Sonka, M. and Fitzpatrick, J. M. Handbook of medical imaging. (Volume 2, 

 Medical image processing and analysis) SPIE- The international society for 

 optical engineering. 2000. 375-435 

[37] Peters, T., Davey, B., Munger, P., Comeau, R., Evans, A. and Olivier, A. 

 Three-dimensional Multimodal Image-guidance for Neurosurgery. IEEE 

 Transactions on Medical Imaging. 1996. 15(2): 121-128. 

[38] Ellis, R. E., Toksvig-Larsen, S., Marcacci M., Caramella, D. and Fadda, M. A 

 Biocompatible Fiducial Marker for Evaluating the Accuracy of CT Image 

 Registration. In Lemke, H. U., Vannier, M. W., Inamura, K. and Farman, A. 

 G. ed., Computer assisted radiology, volume 1124 of Excerpta medica- 

 international congress series. Amsterdam: Elsevier. 693-698; 1996. 

[39] Wang, M. Y., Fitzpatrick, J. M., Maurer, C. R. and Maciunas, R. J. An 

 Automatic Technique for Localizing Externally Attached Markers in MR and 

 CT Volume Images of the Head. In Loew, M. H. ed. Medical imaging: image 

 processing. Bellingham, WA: SPIE Press. Vol. 2167: 214–224; 1994. 

[40] Huang, X., Moore, J., Guiraudon, G., Jones, D. L., Bainbridge, D., Ren, J. et 

 al. Dynamic 2D Ultrasound and 3D CT Image Registration of the Beating 

 Heart. IEEE transactions on medical imaging. 2009. 28(8):1179-89. 

[41] Mani, V. R. S. and Rivazhagan, D. S. Survey of Medical Image Registration. 

 Journal of Biomedical Engineering and Technology. 2013. 1(2):8-25. 

[42] Faber, T. L., McColl, R. W., Opperman, R. M., Corbett, J. R. and Peshock, R. 

 M. Spatial and Temporal Registration of Cardiac SPECT and MR Images: 

 Methods and Evaluation. Radiology. 1991. 179(3): 857-861. 

[43] Pallotta, S., Gilardi, M.C., Bettinardi, V., Rizzo, G., Landoni, C., Striano, G., 

 Masi, R. and Fazio, F. Application of a Surface Matching Image Registration 

 Technique to the Correlation of Cardiac Studies in Positron Emission 

 Tomography (PET) by Transmission Images. Physics in medicine and 

 biology. 1995. 40(10): 1695-1708.  



104 

 

 

[44] Fright, W.R. and Linney, A.D. Registration of 3-D Head Surfaces using 

 Multiple Landmarks. IEEE Transactions on Medical Imaging. 1993. 12(3): 

 515-520. 

[45] Gilardi, M. C., Rizzo, G., Savi, A. and Fazio, F. Registration of multimodal 

 biomedical images of the heart. Q. J. Nucl. Med. 1996. 40(1): 142-150. 

[46] McParland, B. J.  and Kumaradas, J. C. Digital Portal Image Registration by 

 Sequential Anatomical Matchpoint and Image Correlations for Real-time 

 Continuous Field Alignment VerIfication. Medical physics. 1995. 22(7): 

 1063-1075. 

[47] Savi, A., Gilardi, M. C., Rizzo, G., Pepi, M., Landoni, C., Rossetti, C., 

 Lucignani, G., Bartorelli, A. and Fazio, F. Spatial Registration of 

 Echocardiographic and Positron Emission Tomographic Heart Studies. 

 European journal of nuclear medicine. 1995. 22(3): 243-247. 

[48] Sinha, S., Sinha, U., Czernin, J., Porenta, G. and Schelbert, H. R. 

 Noninvasive Assessment of Myocardial Perfusion and Metabolism: 

 Feasibility of Registering Gated MR and PET images. AJR. American journal 

 of roentgenology. 1995. 164(2): 301-307. 

[49] Pelizzari, C. A., Chen, G. T., Spelbring, D. R., Weichselbaum, R. R. and 

 Chen, C.T. Accurate Three-dimensional Registration of CT, PET, and/or MR 

 Images of the Brain. Journal of computer assisted tomography. 1989. 13(1): 

 20-26. 

[50] Press, W. H., Teukolsky, S. A., Vetterling, W. T. and Flannery, B. P. 

 Numerical Recipes in C: The Art of Scientific Computing, 2
nd

 ed. Cambridge, 

 U.K.: Cambridge Univ. Press, 1992 

[51] Borgefors, G. Hierarchical chamfer matching: a parametric edge matching 

 algorithm. IEEE Transactions on Pattern Analysis and Machine Intelligence. 

 1988. 10(6): 849-865. 

[52] M. Van Herk. Image registration using chamfer matching. In Handbook of 

 Medical Imaging: Processing and Analysis.  NewYork: Academic Press, Inc.

 515–527; 2000. 

[53] Declerck, J., Feldmar, J., Betting, F. and Goris, M. L. Automatic registration 

 and alignment on a template of cardiac stress and rest SPECT images. 

 IEEE Proceedings of the Workshop on Mathematical Methods in Biomedical 

 Image Analysis.1996. 212-221.  



105 

 

 

[54] H. Zhong, T. Kanade, D. Schwartzman. Virtual Touch: An Efficient 

 Registration Method for Catheter Navigation in Left Atrium. Medical Image 

 Computing and Computer-Assisted Intervention. MICCAI International 

 Conference on Medical Image Computing and Computer-Assisted 

 Intervention. 2006. 9(1): 437–44. 

[55] Dandekar, O. High-performance Three-dimensional Image Processing 

 Architectures for Image-guided Interventions. ProQuest. 2008. 

[56] Gueziec, A. P. and Ayache, N. Large Deformable Splines, Crest Lines, and 

 Matching. In SPIE's 1993 International Symposium on Optics, Imaging, and 

 Instrumentation. International Society for Optics and Photonics. 1993. 316-

 327. 

[57] McInerney, T. and Terzopoulos, D. Deformable Models in Medical Image 

 Analysis. IEEE computer society press in Mathematical methods,

 biomedical image analysis, Los Alamitos, CA. 1996. 171–180. 

[58] Gaens, T., Maes, F., Vandermeulen, D. and Suetens, P. Non-rigid Multimodal 

 Image Registration using Mutual Information. In Medical Image Computing 

 and Computer-Assisted Interventation-MICCAI’98. Heidelberg: Springer 

 Berlin. 1998. 1099-1106. 

[59] Declerck, J., Feldmar, J., Goris, M. L. and Betting, F. Automatic Registration 

 and Alignment on a Template of Cardiac Stress and Rest Reoriented SPECT 

 Images. IEEE Transactions on Medical Imaging. 1997. 16(6): 727-737. 

[60] Deriche, R. Using Canny’s Criteria to Derive a Recursively Implemented 

 Optimal Edge Detector. Int. J. Comput. Vision. 1987. 1(2): 167–187. 

[61] Arata, L. K., Dhawan, A. P., Broderick, J. P., Gaskil-Shipley, M. F., Levy, 

 A.V., Volkow, N. D. Three-dimensional Anatomical Model-based 

 Segmentation of MR Brain Images through Principal Axes Registration. 

 IEEE transactions on bio-medical engineering. 1995. 42(11): 1069-78. 

[62] Dong, L. and Boyer, A. L. A Portal Image Alignment and Patient Setup 

 Verification Procedure using Moments and Correlation Techniques. Physics 

 in medicine and biology. 1996. 41(4): 697-723. 

[63] Wang, H. and Fallone, B. G. A Robust Morphological Algorithm for 

 Automatic Radiation Field Extraction and Correlation of Portal Images. 

 Medical physics. 1994. 21(2): 237-244.  



106 

 

 

[64] Pavía, J., Rose, D., Catafau, A. M., Lomeña, F. J., Huguet, M. and Setoain, J., 

 Three-dimensional Realignment of Activation Brain Single-photon Emission 

 Tomographic Studies. European journal of nuclear medicine. 1994. 21(12): 

 1298-1302. 

[65] Roche, A., Malandain, G., Ayache, N. and Prima, S. Towards a Better  

 Comprehension of Similarity Measures used in Medical Image Registration. 

 Medical Image Computing and Computer-Assisted Intervention–MICCAI’99. 

 September, 1999. Heidelberg: Springer Berlin. 1999. 555-566. 

[66] Maintz, J. B. A. and Viergever, M. A. A Survey of Medical Image 

 Registration. Medical Image Analysis. 1998. 2(1): 1-36. 

[67] Turkington, T. G., DeGrado, T. R., Hanson, M. W. and Coleman, R. E. 

 Alignment of Dynamic Cardiac PET Images for Correction of Motion. 

 IEEE Transactions on Nuclear Science. 1997. 44(2): 235-242. 

[68] Bacharach, S. L., Douglas, M. A., Carson, R. E., Kalkowski, P. J., Freedman, 

 N. M., Perrone-Filardi, P. and Bonow, R. O. Three-dimensional Registration 

 of Cardiac Positron Emission Tomography Attenuation Scans. Journal of 

 nuclear medicine. 1993. 34(2): 11-321. 

[69] Hajnal, J. V., Hill, D. L. G. and Hawkes, D. J. Medical Image Registration. 

 CRC Press: Boca Raton. 2001. 

[70] Fitzpatrick, J. M., Hill, D. L. G. and Maurer, C. R. Image Registration. 

 Handbook of Medical Imaging (Vol.2). Bellingham, WA: SPIE Press. 375–

 435; 2000. 

[71] Sun, Y., Kadoury, S., Li, Y., John, M., Resnick, J., Plambeck, G., Liao, R., 

 Sauer, F. and Xu, C. Image Guidance of Intracardiac Ultrasound With Fusion 

 of Pre-Operative Images. Int. Conf. Med. Image Comput. Comput. Assist. 

 Interv. 2007. 10(1): 60–67. 

[72] Wells, W. M., Viola, P., Atsumi, H., Nakajima, S. and Kikinis, R. Multi-

 modal Volume Registration by Maximization of Mutual Information. Medical 

 image analysis. 1996. 1(1): 35-51. 

[73] Woods, R. P. Within-modality Registration using Intensity-based Cost 

 Functions. Handbook of Medical Imaging: Processing and Analysis. New 

 York: Academic. 529-536; 2000.  



107 

 

 

[74] Legg, P. A., Rosin, P. L., Marshall, D. and Morgan, J. E. Incorporating 

 neighbourhood feature derivatives with mutual information to improve 

 accuracy of multi-modal image registration. Medical Imaging Understanding 

 and Analysis. 2008. 39-43. 

[75] Sandoval, Z. L. and Dillenseger, J. L. Evaluation of Computed Tomography 

 to Ultrasound 2D Image Registration for Atrial Fibrillation Treatment. 

 Computing in Cardiology Conference (CinC). 2013. 245-248. 

[76] Russakoff, D. B., Rohlfing, T., Adler, J. R. and Maurer, C. R. Intensity-based 

 2D-3D Spine Image Registration Incorporating a Single Fiducial Marker. 

 Academic radiology. 12(1): 37-50. 

[77] Li, F., Lang, P., Rajchl, M., Chen, E. C., Guiraudon, G. and Peters, T. M. 

 Towards Real-time 3D US-CT Registration on the Beating Heart for 

 Guidance of Minimally Invasive Cardiac Interventions. International Society 

 for Optics and Photonics. SPIE Medical Imaging. 2012.  

[78] Li, F., Rajchl, M., White, J. A., Goela, A. and Peters, T. M. Generation of 

 Synthetic 4D Cardiac CT Images for Guidance of Minimally Invasive 

 Beating Heart Interventions. In Information Processing in Computer-Assisted 

 Interventions. Heidelberg: Springer-Berlin. 11-20; 2013. 

[79] Ourselin, S., Roche, A., Prima, S. and Ayache, N. Block Matching: A 

 General Framework to Improve Robustness of Rigid Registration of Medical 

 Images. In: Delp, S., DiGoia, A. and Jaramaz, B. ed. Medical Image 

 Computing and Computer-Assisted Intervention-MICCAI 2000. Heidelberg: 

 Springer-Berlin. 557-566; 2000. 

[80] Woods, R. P., Grafton, S. T., Watson, J. D., Sicotte, N. L. and Mazziotta, J. 

 C. Automated Image Registration: II. Intersubject Validation of Linear and 

 Nonlinear Models. Journal of Computer Assisted Tomography. 1998. 22(1): 

 153-165. 

[81] Sotiras, A., Davatzikos, C. and Paragios, N. Deformable Medical Image 

 Registration: A Survey. IEEE Transactions on Medical Imaging. 2013. 32(7): 

 1153-1190. 

[82] Crum, W. R., Hartkens, T. and Hill, D. L. G. Non-rigid image registration: 

 theory and practice. The British Journal of Radiology. 2004. 77(2): 140-53.  



108 

 

 

[83] Bro-Nielsen, M. Medical Image Registration and Surgery Simulation. PhD 

 Thesis, Department of Mathematical Modelling, Technical University of 

 Denmark; 1997. 

[84] Powell, M. J. D. An Iterative Method of Finding Stationary Values of a 

 Function of Several Variables. The Computer Journal. 1962. 5(2): 147–151. 

[85] Meyer, C. R., Leichtman, G. S., Brunberg, J. A., Wahl, R. L. and Quint, L. E. 

 Simultaneous Usage of Homologous Points, Lines, and Planes for Optimal, 3-

 D, Linear Registration of Multimodality Imaging Data”. IEEE Transactions 

 on medical imaging. 1995. 14(1): 1-11. 

[86] Slomka, P., Hurwitz, G., Stephenson, J. and Cradduck, T. Automated 

 Alignment and Sizing of Myocardial Stress and Rest Scans to Three-

 dimensional Normal Templates using an Image Registration Algorithm. The 

 Journal of nuclear medicine. 1995.  36(6): 115-1122. 

[87] Hoh, C. K., Dahlbom, M., Harris, G., Choi, Y., Hawkins, R. A., Phelps, M. E. 

 and Maddahi, J. Automated Iterative Three-dimensional Registration of 

 Positron Emission Tomography Images. Journal of nuclear medicine. 1993. 

 34(11): 2009-2018. 

[88] P. Viola. Alignment by Maximisation of Mutual Information. PhD thesis. 

 Artifical Interlligence Laboratory, Massachusettes Institute of technology; 

 1995. 

[89] Maes, F., Collignon, A., Vandermeulen, D., Marchal, G. and Suetens, P. 

 Multimodality image registration by maximization of mutual information. 

 IEEE Transactions on Medical Imaging. 1997. 16(2): 187-198. 

[90] Maes, F., Vandermeulen, D. and Suetens, P. Comparative Evaluation of 

 Multiresolution Optimization Strategies for Multimodality Image 

 Registration by Maximization of Mutual Information. Medical image analysis. 

 1999. 3(4): 373-386. 

[91] Klein, S., Staring, M. and Pluim, J. P. W. Evaluation of Optimization 

 Methods for Nonrigid Medical Image Registration using Mutual Information 

 and B-splines. IEEE Transactions on Image Processing. 2007. 16(12): 2879-

 2890. 

[92] Pluim, J. P. W., Maintz, J. A. and Viergever, M. A. Mutual Information 

 Matching in Multiresolution Contexts. Image and Vision Computing. 2001. 

 19(1): 45-52.  



109 

 

 

[93] Thevenaz, P. and Unser, M. Optimization of Mutual Information for 

 Multiresolution Image Registration. IEEE Trans. Imag. Process. 2000. 9(12): 

 2083-2099. 

[94] Wachowiak, M. P., Smolíková, R., Zheng, Y., Zurada, J. M. and Elmaghraby, 

 A. S. An Approach to Multimodal Biomedical Image Registration Utilizing 

 Particle Swarm Optimization. IEEE Transactions on Evolutionary 

 Computation. 2004. 8(3): 289-301. 

[95] Anna, W., Tingjun, W., Jinjin, Z. and Silin, X. A Novel Method of Medical 

 Image Registration Based on DTCWT and NPSO. Fifth International 

 Conference on Natural Computation (ICNC'09). 2009.  5: 23-27. 

[96] Ayatollahi, F. , Shokouhi, S. and Ayatollahi, A. A New Hybrid Particle 

 Swarm Optimization for Multimodal Brain Image Registration. Journal of 

 Biomedical Science and Engineering. 2012. 5(4): 153-161. 

[97] Goshtasby, A. A., and Nikolov, S. Guest editorial: Image fusion: Advances in 

 the state of the art. Infomation. Fusion, 2007. 8(2): 114-118. 

[98] Bhavana, V., and Krishnappa, H. K. Multi-Modality Medical Image Fusion – 

 A Survey. International Journal of Engineering Research & Technology. 

 2015.4(2): 778-781. 

[99] Swathi, P. S., Sheethal, M. S., and Vince, P. Survey on Multimodal Medical 

 Image Fusion Techniques. International Journal of Computer Science 

 Engineering and Technology. 2016. 6(1): 33-39 

[100] El-Gamal, F. El-Z. A., Elmogy, M., and Atwan, A. Current trends in medical 

 image registration and fusion. Egyptian Informatics Journal, 2016. 17(1): 99-

 124. 

[101] Hiremath, P. S., Akkasaligar, P. T. and Badiger, S. Speckle Noise Reduction 

 in Medical Ultrasound Images. In: Gunarathne, G. ed. Advancements and 

 Breakthroughs in Ultrasound Imaging.  201-241; 2011. 

[102] Lee, J. S. Refined filtering of image noise using local statistics. Computer 

 Vision, Graphics and Image Processing. 1981. 15(4): 380-389. 

[103] Perona, P. and Malik, J. Scale Space and Edge Detection using Anisotropic 

 Diffusion. IEEE Trans. Pattern Anal. Machine Intell. 1990. 12(7): 629-639. 

[104] Yu, Y. and Acton, S. T. Speckle Reducing Anisotropic Diffusion. Image 

 Processing, IEEE Transactions on. 2002. 11(11): 1260-1270.  



110 

 

 

[105] Zuiderveld, K. Contrast Limited Adaptive Histogram Equalization. In 

 Graphics gems IV .Academic Press Professional, Inc. 474-485. 

[106] Kaur, M. and Kaur, J. Survey of Contrast Enhancement Techniques based on 

 Histogram Equalization. International Journal of Advanced Computer 

 Science and Application. 2011. 2( 7): 137-141. 

[107] Min, B. S., Lim, D. K., Kim, S. J. and Lee, J. H. A Novel Method of 

 Determining Parameters of CLAHE based on Image Entropy. International 

 Journal of Software Engineering and Its Applications. 2013.  7(5): 113-120. 

[108] Serra, J. Image Analysis and Mathematical Morphology. Academic 

 Press, Inc. 1983. 

[109] Ming, C. T., Omar, Z. and Kadiman, S. Efficient Morphological- Based 

 Edge Detection Algorithm For Computed Tomography Cardiac Images. IEEE 

 International Conference on Signal and Image Processing  Applications 

 (ICSIPA). 19-21 Oct. 2015. 423-428. 

[110] Kumar, M. and Sukhwinder, S. Edge Detection And Denoising Medical 

 Image Using Morphology. International Journal of Engineering Sciences & 

 Emerging Technologies. 2012. 2(2): 66-72. 

[111] Palani, D., Venkatalakshmi, K. and Venkatraman, E. Implementation and 

 Comparison of Different Segmentation Algorithms for Medical Imaging. 

 International Conference on Innovations in Engineering and Technology. 21-

 22 March. 2014. 1217-1223. 

[112] Xu, C. and Prince, J. L. Gradient vector flow: A New External Force for 

 Snakes. Conference on Computer Vision and Pattern Recognition. IEEE 

 Proceedings Computer Society. 1997. 66-71.  

[113] Xu, C. and Prince, J. L. Snakes, Shapes, and Gradient Vector Flow. IEEE 

 Transactions on Image Processing. 1999. 7(3): 359-369. 

[114] Kass, M., Witkin, A. and Terzopoulos, D. Snakes: Active contour models. Int. 

 J. Comput. Vis. 1987. 1(4): 321-331. 

[115] Cohen, I., Cohen, L. D. and Ayache, N. Using Deformable Surfaces to 

 Segment 3-D Images and Infer Differential Structures. Computer Vision-

 ECCV'92. Heidelberg: Springer- Berlin. 1992. 648-652. 

[116] Davatzikos, C. and Prince, J. L. An Active Contour Model for Mapping the 

 Cortex. IEEE Trans.on Med. Imag. 1995. 14(1): 65-80.  



111 

 

 

[117] Abrantes, A. J. and Marques, J. S. A Class of Constrained Clustering 

 Algorithms for Object Boundary Extraction. Image Processing, IEEE 

 Transactions on. 1996. 5(11): 1507-1521. 

[118] Courant, R. and Hilbert, D. Methods of Mathematical Physics. volume 1. 

 New York: Interscience. 1953. 

[119] Lowe, D. G. Distinctive Image Features from Scale-invariant Keypoints. 

 International journal of computer vision. 2004. 60(2): 91-110. 

[120] Hartley, R. and Zisserman, A. Multiple view geometry in computer vision. 

 Cambridge university press. 2003. 

[121] Fischler, M. A. and Bolles, R.C. Random Sample Consensus: A Paradigm for 

 Model Fitting with Applications to Image Analysis and Automated 

 Cartography. Communications of Association of Computing Machines. 1981.  

 24(6): 381-395. 

[122] 1 Bradski, G. and Kaehler, A. Learning OpenCV. Sebastopol: O’Reilly Media 

 Inc. 2008; 194-221. 

[123] Ming, C. T., Omar, Z. and Kadiman, S. SIFT and homographic transform-

 based cardiac image registration. 2014 IEEE Conference on Biomedical 

 Engineering and Sciences (IECBES). 8-10 December, 2014. 970-974. 

[124] Collignon, A., Maes, F., Delaere, D., Vandermeulen, D., Suetens, P. and 

 Marchal, G. Automated Multimodality Medical Image Registration using 

 Information Theory. 14th Int. Conf. Information Processing in Medical 

 Imaging (IPMI’95). Ile de Berder, France: Computational Imaging and 

 Vision (vol. 3). June 1995. 263-274. 

[125] Maes, F., Collignon, A., Vandermeulen, D., Marchal, G. and Suetens, P. 

 Multimodality Image Registration by Maximization of Mutual Information 

 IEEE Trans. Med. Imag. 1997. 16(2): 187-198. 

[126] Viola, P. and Wells III, W. M. Alignment by Maximization of Mutual 

 Information. Proc. 5th Int. Conf. Computer Vision. June 1995. Cambridge, 

 MA. 16-23. 

[127] Wells, W. M., Viola, P., Atsumi, H., Nakajima, S. and Kikinis, R. 

 Multimodal Volume Registration by Maximization of Mutual Information. 

 Medical Image Analysis. 1996. 1(1): 35-51.  



112 

 

 

[128] Maes, F., Vandermeulen, D. and Suetens, P. Medical Image Registration 

 using Mutual Information. Proceedings of the IEEE. 2003. 91(10): 1699-

 1722. 

[129] Studholme, C., Hill, D. L. and Hawkes, D. J. An Overlap Invariant Entropy 

 Measure of 3D Medical Image Alignment. Pattern recognition. 1999. 32(1): 

 71-86. 

[130] Hill, D. L., Hawkes, D. J., Harrison, N. A. and Ruff, C. F. A Strategy for 

 Automated Multimodality Image Registration Incorporating Anatomical 

 Knowledge and Image Characteristics. In: Barrett, H. H. and Gmitro, A. F. 

 Eds. Information Processing in Medical Imaging (vol. 687). Berlin: 

 Springer-Verlag. pp. 182–196; 1993. 

[131] Kosiński, W., Michalak, P. and Gut, P. Robust Image Registration based on 

 Mutual Information Measure. Journal of Signal and Information Processing. 

 2012. 3(02): 175. 

[132] Matsuura, N., Horiguchi, J., Yamamoto, H., Hirai, N., Tonda, T., Kohno, N. 

 and Ito, K. Optimal Cardiac Phase for Coronary Artery Calcium Scoring on 

 Single-source 64-MDCT Sanner: Least Interscan Variability and Least 

 Motion Artifacts. American Journal of Roentgenology. 2008. 190(6): 1561-

 1568. 

[133] Francone, M., Napoli, A., Carbone, I., Cavacece, M., Nardis, P.G., Lanciotti, 

 K., Visconti, S., Bertoletti, L., Di Castro, E., Catalano, C. and Passariello, R. 

 Noninvasive Imaging of the Coronary Arteries using a 64-row Multidetector 

 CT Scanner: Initial Clinical Experience and Radiation Dose Concerns. 

 Radiology Medicine. 2007. 112(1):31–46.  

[134] Retrieved from: http://www.healthcare.siemens.com/services/it-

 standards/dicom-conformance-statements-multi-modality-workplaces 

[135] Retrieved from: http://www.siaronmedical.com/product/syngo-

 multimodality-workplace-2007-sm-0017 

[136] Retrieved from: https://www.mathworks.com/help/images/ref/imregister.html 

[137] Viera, A. J. and Garrett, J. M. Understanding interobserver agreement: the 

 kappa statistic. Fam Med. 2005. 37(5): 360-363. 

[138] Choi, S. and Kim, C. Automatic Initialization Active Contour Model for the 

 Segmentation of the Chest Wall on Chest CT. Healthcare Informatics 

 Research. 2010. 16(1): 36-45.  

http://www.healthcare.siemens.com/services/it-%09standards/dicom-conformance-statements-multi-modality-workplaces
http://www.healthcare.siemens.com/services/it-%09standards/dicom-conformance-statements-multi-modality-workplaces
http://www.siaronmedical.com/product/syngo-%09multimodality-workplace-2007-sm-0017
http://www.siaronmedical.com/product/syngo-%09multimodality-workplace-2007-sm-0017
https://www.mathworks.com/help/images/ref/imregister.html


113 

 

 

[139] Athertya, J. S and Kumar, G. S. Automatic Initialization for Segmentation of 

 Medical Images based on Active Contour. 2014 IEEE Conference on 

 Biomedical Engineering and  Sciences (IECBES).8-10 December, 2014. 446-

 451. 

[140] Li, B. and Acton, S.T. Active Contour External Force using Vector Field 

 Convolution for Image Segmentation. IEEE Transactions on Image 

 Processing. 2007. 16(8): 2096-2106. 

[141] Han, X., Xu, C. and Prince, J. L. Fast Numerical Scheme for Gradient Vector 

 Flow Computation using a Multigrid Method. IEEE Trans on Image 

 Processing. 2007. 1(1): 48-55 

[142] Ren, D., Zuo, W., Zhao, X., Lin, Z. and Zhang, D. Fast Gradient Vector Flow 

 Computation based on Augmented Lagrangian Method. Pattern Recognition 

 Letters. 2013. 34(2):219-225. 

[143] Bay, H., Tuytelaars, T., Gool, L.V. (2006). SURF: Speeded up robust features. 

 In Computer Vision –ECCV 2006 : 9th European Conference on Computer 

 Vision. 7-13 May 2006. Springer, Part II, 404-417. 

[144] Morel, J. M., and Yu, G. ASIFT: A new framework for fully affine invariant 

 image comparison. Journal on Imaging Sciences. 2009: 2 (2): 438-469. 

[145] Guoshen, Y., and Jean-Michel, M. ASIFT: An Algorithm for Fully Affine 

 Invariant Comparison, Image Processing On Line. 2011.1: 11-38. 

 

 

 

 

 

 


	0-FRONT (signed).pdf
	0- FRONT.pdf
	
	


	1- Chapter 1.pdf
	2- Chapter 2.pdf
	3- Chapter 3 .pdf
	4- Chapter 4.pdf
	5- Chapter 5.pdf
	6- NEW REFERENCE.pdf
	7- APPENDIX .pdf



