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ABSTRACT 

This thesis describes the investigation of the use of Continuous Density 

Hidden Markov Model (CDHMM) for Malay Automatic Speech Recognition (ASR). 

The goal of this thesis is to solve the constraints of current Malay ASR that are: 

speaker-dependent, small vocabulary and isolated words, and provides a basis in 

developing speaker-independent (SI) Malay large vocabulary continuous speech 

recognition (LVCSR). Hidden Markov Model (HMM) based statistical modeling is 

used in Malay speech recognition. HMM is a robust and powerful technique capable 

of modeling of speech signals. With their efficient training algorithm (Baum-Welch 

and Viterbi/Segmental K-mean) and recognition algorithm (Viterbi), as well as it’s 

modeling flexibility in model topology, observation probability distribution, 

representation of speech unit and other knowledge sources, HMM has been 

successfully applied in solving various tasks in this thesis. CDHMM which model 

the continuous acoustic space eliminates quantization error imposed by discrete 

HMM. CDHMM performs better than discrete HMM in Malay speech recognition. 

CDHMM with mixture densities which is capable to model inter-speaker variability 

performs well in multi speaker task (99% in isolated words task). The result expects 

its well performance in SI task in the future. A connected words ASR is developed 

and evaluated on Malay connected digit task and has achieved reasonably good 

accuracy with limited training data. Segmental K-mean training procedure is proven 

to perform better than the manual segmentation. The sub-word unit modeling is 

attempted in Malay phonetic classification and segmentation on medium vocabulary 

Malay continuous speech database. Experiments are conducted to investigate 

different feature set and mixture components. The knowledge of continuous ASR 

architecture and sub-word unit modeling gained in this work has provided basis for 

Malay LVCSR. For conclusion, the basic idea of HMM implemented in other 

language domain can be successfully applied in the Malay language domain as well. 
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ABSTRAK 

Tesis ini mengkaji Continuous Density Hidden Markov Model (CDHMM) 

untuk Sistem Pengecaman Suara (ASR) Melayu. Kajian ini bertujuan untuk 

mengatasi kelemahan ASR Melayu terkini, dari segi penutur-bersandar, vokabulari 

kecil dan perkataan berasingan, dan menyediakan asas untuk membangunkan 

Pengecaman Suara Berterusan Vokabulari Besar (LVCSR) Melayu yang penutur-

bebas (SI). Satu model berstatistik iaitu Hidden Markov Model (HMM), digunakan 

dalam ASR Melayu. HMM ialah teknik yang berkesan dalam pemodelan suara, 

kerana ia mempunyai algoritma latihan (Baum-Welch and Viterbi/Segmental K-mean) 

dan algoritma pengecaman yang berkesan, serta pemodelan yang fleksible pada 

topologi, serakan kebarangkalian keluaran, perwakilan unit suara dan pengetahuan 

bagi punca lain. HMM yang diaplikasikan ini, telah berjaya mengatasi pelbagai kerja 

dalam tesis ini. CDHMM yang memodelkan ruang akustik berterusan dapat 

menghapuskan masalah kuantasasi yang disebabkan oleh HMM diskrit. CDHMM 

adalah lebih tepat daripada HMM diskrit dalam ASR Melayu. CDHMM yang 

mengunakan densiti bergabung, memodelkan variasi antara-penutur, berkesan dalam 

kerja pelbagai penutur (99% dalam kerja perkataan terasing). Hasil kajian ini 

menjangka akan berkesan dalam kerja SI. ASR perkataan berhubung yang 

dibangunkan dan dinilai dalam kerja digit Melayu berhubung, mencapai ketepatan 

yang memuaskan dalam data latihan yang terhad. Prosedur latihan Segmental K-

mean disahkan lebih tepat daripada sekmentasi insani. Permodelan unit sub-

perkataan dikaji dalam pengelasan dan sekmentasi phonem Melayu untuk pengkalan 

data suara berterusan Melayu yang bervokabulari serderhana. Experimen dijalankan 

untuk mengkaji pelbagai ciri dan komponen bergabung. Pengetahuan dalam struktur 

ASR berterusan and permodelan unit sub-perkataan menjadi asas untuk membina 

LVCSR Melayu. Sebagai kesimpulan, konsep dasar HMM yang digunakan dalam 

bahasa lain juga boleh digunakan secara berkesan dalam domain bahasa Melayu. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Speech is the primary mode of communication among humans and spoken 

language has become accepted as a natural method for human-machine interaction. Our 

ability to communicate with machines and computers, through keyboards, mice and 

other devices, is an order of magnitude slower and more cumbersome. In order to make 

this communication more user-friendly, speech input is an essential component. Besides 

that, natural speech contains a great deal of information that expressed by human. Even 

an illiterate or person with little knowledge about computer may use speech to operate 

computer. Many disabled people may use a computer with the help of speech input in 

case they are unable to type in keyboard or click in mouse with their hands. For normal 

people or experienced people in computer, they can utilize the speech input ability of a 

computer to significantly speedup documentation writing, email sending and other 

operation with computer. Another advantage of speech input is that it can be used for 

many situations when the hands are already used for important operations such as 

driving a car. Speech enabled dialing and GPS are two examples. With the development 

of Machine Translation techniques, another exciting application called Automatic 

Spoken Language Translation had emerged, which allow people from different countries 

all over the world to be able to freely communicate via speech without any professional 

translator. 
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One of the fundamental challenges of developing a spoken language system is 

the development of a speech recognition component. Research in speech recognition has 

been ongoing for approximately three decades. Much progress has been made during 

that time span. The technology started with very small vocabulary, speaker dependent, 

isolated word recognition systems. Today, the technology has been moved to large 

vocabulary systems, capable of recognizing from 20,000 to upwards of 100,000 words. 

The systems are now speaker independent, working out of the box for any speaker, and 

in some cases even speaker adaptive, learning the peculiarities of a person's speech over 

time. Isolated speech has long yielded to continuous speech in the research environment, 

and more recently, in the commercial marketplace as well, with the introduction of 

systems by IBM and Dragon. Error rates have been reduced dramatically. 

There is a great potential for the application of the speech technology in 

Malaysia especially in the context of Malay speech. There is limited research on Malay 

speech recognition. Furthermore, the research of speech technology in Malaysia is still 

in its infancy stage. The development of the technology is limited to small vocabulary, 

isolated word application and lack of speaker-independency (Sh-Hussain 1993; Lim 

2000; Hong 2004; Rubita et al. 2005). Beside that, such systems are still applying some 

conventional techniques of speech recognition. This constraints the recognition accuracy, 

robustness and adaptability of the systems. 

This research aims to solve the above constraints of current Malay speech 

recognizers and provide a basis study and research on developing a medium vocabulary, 

speaker independent, Malay continuous speech recognition system. This work applies 

more robust pattern recognition techniques in Malay speech recognition. We use 

continuous density hidden Markov modeling (CDHMM), a more powerful modeling 

technique of speech as an alternative to existing techniques such as Discrete Markov 

Hidden Model (DHMM), Neural Network (NN) and Dynamic Time Warping (DTW). 

CDHMM which is more capable in modeling inter-speaker acoustic variability is 

expected to be able to relax the constraint of speaker-dependency. Although the 

CDHMM is used to solve the speaker-dependent task in this thesis and will provide a 
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basis for solving speaker-independent task in the future. We also extend the existing 

Malay isolated word recognition system to Malay continuous speech recognition tasks 

by designing and developing word-based Malay connected word recognition system. 

This work also includes Malay phonetic segmentation and classification experiments as 

a preliminary research in using sub-word model as modeling unit which is needed in 

developing large vocabulary system This will provide basis on developing sub-word unit 

based Malay medium and large vocabulary continuous speech recognition system. 

1.2 Problem Statement 

The current Malay speech recognizers are limited by the following constraints: (1) 

speaker-dependency, (2) isolated words and (3) small vocabulary: 

(1) Lack of speaker-independency. Although there were researches on 

 speaker-independent speech recognition in Malay speech domain, there is 

 still room for improvement on speaker-independent recognition accuracy. 

 Speaker-independent recognition is desirable to use a large number of 

 speech parameters (or features). Thus, a modeling technique that can 

 account for many parameters is needed. Due to the complexities 

 introduced by freeing these constraints and the greater amount of training 

 data available for speaker-independent recognition, efficient and 

 automatic algorithms must exist for training and recognition of the model. 

 Hidden Markov modeling (HMM) is powerful technique that capable for 

 the robust modeling of speech. The currently used acoustic model in 

 Malay speech recognizers are discrete Hidden Markov Model (DHMM). 

 DHMM works considerably well in speaker-dependent tasks but the 

 degradation of accuracy become apparent in speaker-independent tasks. 

 Besides, DHMM suffers quantization error and cause accuracy 
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 degradation. A more efficient modeling algorithm must be adapted to 

 counter this limitation. 

(2) Limitation to isolated word recognition. The current Malay speech 

 recognition system is constrained to isolated word recognition tasks, 

 mainly focused on isolated digit recognition. There is limited research on 

 Malay continuous speech recognition system. There is a need to release 

 this constraint by investigating ways to develop Malay continuous speech 

 recognition system. 

(3) Limitation to small vocabulary tasks. The current Malay speech 

 recognizers are limited to small vocabulary recognition task, such as 10 

 Malay digit recognition. Word model is used as acoustic model. There is 

 limited research on large or medium vocabulary task where the sub-word 

 unit modeling is needed. Lack of research and study to be done on 

 recognition using sub-word units such as phoneme, diphone and triphone. 

 This constraint the recognition tasks to small vocabulary. There is need of 

 applying sub-words as modeling unit in order to establish large and 

 medium vocabulary Malay speech recognition system. 

1.3 Objectives of the Research 

The main objective of this study is to investigate ways to solve the speaker-

dependence, isolated word, and small vocabulary constraints of current Malay speech 

recognizers and to provide preliminary study and research on developing Malay speaker-

independent, medium vocabulary, continuous speech recognition system. To achieve the 

main objective, several sub-objectives are addressed in this thesis as following: 
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(1) To investigate the principle and architecture of HMM based statistical 

 automatic speech recognition system. 

(2) To apply continuous density HMM (CDHMM) ) (Bahl et al. 1988, Poritz, 

& Richter 1986, Rabiner et al. 1985), which directly models the acoustic 

observation without VQ as an alternative to DHMM (Rabiner et al. 1983) 

in Malay speech recognition system. This is to eliminate the quantization 

errors caused by DHMM, thus increase the recognition accuracy. The 

CDHMM which is more capable of capturing inter-speaker acoustic 

variability and thus improve accuracy in speaker-independent (SI) 

recognition task compared to DHMM. The effectiveness of CDHMM is 

tested on speaker-dependent multi speaker task in this thesis as a basis for 

SI task in the future. 

 

(3) To design and develop word-based Malay isolated word and continuous 

 speech recognition system using CDHMM. 

 

(4) To test CDHMM based Malay phoneme classification and segmentation 

on a medium vocabulary Malay continuous speech database as a 

preliminary study and research on sub-word unit modeling. The 

knowledge and experience gained is a basis for developing  the sub-word 

unit based large and medium vocabulary Malay speech recognition 

system. 

1.4 Scope of Research 

The scope of task and the scope of approaches used in this thesis are defined as 

follows: 
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(1) The tasks to be solved in this thesis are as follow: 

(a) The following speech recognition experiments were established: 

• Isolated digit recognition 

• Connected digit recognition 

• Phoneme classification 

• Phonetic segmentation 

(b) All the experiments above are based on Malay speech domain. 

(c) All the experiments above are speaker-dependent tasks. 

(d) The phoneme classification and phonetic segmentation are based 

on medium vocabulary Malay speech database. 

(2) The techniques and approaches used in solving the tasks are as follow: 

(a) The HMM based statistical approach is used to develop the Malay 

 automatic speech recognition system. 

(b) Mel-frequency cepstral coefficient (MFCC), normalized energy, 

their first and second order derivatives (Delta and Delta-delta) 

(Furui 1986; Furui 1981) are used for feature extraction. 

(c) Left-to-right continuous density hidden Markov model (CDHMM) 

with Gaussian mixture densities (Rabiner et al.1985; Juang et al. 

1985) is used for acoustic modeling. 

(d) Word model is used in isolated and connected digit recognition 

  and sub-word model (phoneme) is used in phoneme classification 

  and phonetic segmentation. 

(e) The training algorithms used in the tasks are listed as follows: 

• For isolated digit recognition, Baum-Welch algorithm 

(Rabiner 1989) and Viterbi algorithm algorithm (Rabiner 

et al. 1985; Juang et al. 1985) are used for training the 



 7 

word models and comparison of their effect on recognition 

accuracy is made. 

• For connected digit recognition, manual segmentation and 

segmental K-mean training strategies for continuous 

speech Rabiner (Rabiner et al. 1986a; Rabiner et al. 1986b) 

were used and comparison of their effect on  recognition 

accuracy is made. Viterbi training algorithm is used for 

model re-estimation. 

• For phoneme classification and phonetic segmentation,  

  Viterbi training algorithm is used for training the phoneme 

  models. 

(f) Manually estimated bi-gram and calculated unigram (Jelinek 1991) 

value is used for language modeling for connected digit 

recognition. 

(g) Viterbi full search algorithm (Viterbi 1967; Rabiner 1989) is used 

for decoding and Viterbi forced alignment is used for phonetic 

segmentation. 

(h) Incorporating Malay phonetic knowledge in sub-word HMM 

  based Malay speech recognition. This is done by identifying a 

  Malay phone set, which well characterize Malay speech, to model. 

(i) Effect on recognition and segmentation accuracy is investigated 

   by varying number of Gaussian mixture components and using 

   different combination of features. 

1.5 Outline of Thesis 

Chapter 2 describes literature review on the field of speech recognition. Various 

speech recognition tasks are described: speaker-dependent vs speaker-independent, 

isolated words vs continuous speech, small vocabulary vs large vocabulary. The 

constraint and difficulties of each task is discussed. Then, the current profound speech 
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recognizers and their performance are presented. The current Malay speech recognizers 

are reviewed. From the review, their limitation and constraints are identified: speaker-

dependent, isolated words, small vocabulary. Based on the review, derived the objective 

of the thesis to solve these constraints and provide a basis in developing speaker-

independent Malay large vocabulary continuous speech recognition system. The 

different approaches applied to speech recognition are described. Next described are the 

various classification and modeling techniques in speech recognition. Their relative 

strengths and weaknesses are identified. From the review of different approach and 

techniques, the most suitable one are adapted, thus the scope of developments are 

identified. 

Chapter 3 describes an overview of statistical speech recognition system and the 

use of HMM as statistical modeling of speech. The principle and architecture of the 

statistical speech recognition system are described. Mel-Frequency Cepstral Coefficient 

(MFCC) as acoustic front end processing is presented next. The theoretical foundation of 

Hidden Markov Modeling is discussed. The strength of HMM as applied to speech 

recognition is discussed in details. The various elements in HMM modeling such as re-

estimation algorithm, model topology, observation probabilities distribution, and 

knowledge source representations are described in details. The variations of each 

element are also presented. 

Chapter 4 describes the CDHMM based isolated words recognition system 

developed in this research. The performance of the system, evaluated on Malay isolated 

digit recognition task is presented and discussed. 

Chapter 5 describes the CDHMM based connected words recognition system 

designed and developed in this research. The performance of the system, evaluated on 

Malay connected digit recognition task is presented and discussed. 
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Chapter 6 describes the HMM based phonetic classification and segmentation. A 

series of experiments are carried out, based on Malay continuous speech database to 

examine various elements of phonetic classification and segmentation. 

Chapter 7, the final chapter, summaries the research findings. This chapter also 

identifies some problems of the techniques used in this research. Some suggestions for 

future work which might be useful for further development and improvement to the 

developed techniques. 

1.6 Contribution of the Thesis 

The current Malay speech recognizers are still constrained by speaker-

independent small vocabulary isolated word recognition. The research findings provide a 

basis to develop speaker-independent Malay large vocabulary continuous speech 

recognition (LVCSR). The major contributions are as follows: 

• CDHMM has been applied successfully in Malay speech recognition. The 

 use of CDHMM performs better than the DHMM, which is currently 

 used in Malay speech recognizers. The high accuracy achieved by 

 CDHMM in speaker-dependent multi speaker task proves its ability to 

 model inter-speaker variability. This result encourages its implementation 

 in speaker-independent task. 

• The CDHMM based connected word recognition system has been 

 designed and developed. The evaluation on Malay connected digit 

 recognition task achieved reasonable good results. The architecture of the 

 word-based connected speech recognition system provides a basis to 

 develop sub-word unit based continuous speech recognizers in the future. 
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• Various experiments on phonetic classification and segmentation on were 

 conducted. The evaluation was based on medium vocabulary Malay 

 continuous speech database. This provides experience and knowledge in 

 sub-word unit modeling, which will be a basis to develop the large 

 vocabulary sub-word based recognizers. 

• The Malay phonetic knowledge has been successfully incorporated in 

 HMM based Malay speech modeling. An adequate phone set in 

 characterizing Malay speech is identified to model. 
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