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Graphical abstract 
 

 

Abstract 
 

This paper analyzes the techniques that can be used to perform point cloud data 

registration for a human face. We found that there is a limitation in full scale viewing on 

the input data taken from 3D camera which is only represented the front face of a man 

as the point of view of a camera. This has caused a hole on the surface that is not filled 

with the point cloud data. This research is done by mapping the retrieved point cloud to 

the surface of the face template of the human head. By using Coherent Point Drift (CPD) 

algorithm which is one of the non-rigid registration techniques, the analysis has been done 

and it shows that the mapping of points for a three-dimensional (3D) face is not done 

properly where there are some surfaces work well and certain points spread into the wrong 

area. Consequently, it has resulted in registration failure occurrences due to the 

concentration of the points which is focusing on the face only. 
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1.0  INTRODUCTION 
 
Avatars in massive multiplayer online games (MMOGs) 

are very important parts in order to identify the 

characteristics of each player. All avatars that were 

created by players always show unique identity and 

style to differentiate from other players [1]. MMOGs 

become a very great attraction for the last a few 

years. 
There is a variety of software provided by 

application developers to make it easier for users to 

create their own avatars or virtual characters 

respectively. There are growing demands on 

producing more realistic avatars in line with the 

development of graphics capabilities [2]. Most editors 

are not able to clone produced their own face into 

the virtual world. 

In this paper, we will show the experimental results 

using a non-rigid registration which is specific to the 

Coherent Point Drift (CPD) algorithm that can be used 

to allow all points earned can be plotted on the 

appropriate area according to the target data 

prepared [3, 4, 5]. CPD is used to overcome the 

problems encountered by Iterative Closest Point (ICP) 

which cannot be done properly if the registration does 

not have the same data [5]. 

This research is working on simplifying the process of 

generating the 3D shape, especially in the face of a 

man. In comparison with the conventional methods, 

they need to manually sketch the human face using 

3D modeler. The uses of appropriate tools and 

techniques have been able to speed up the 

production process. In our experiment, we use a 3D 

camera for obtaining input data depth and RGB 

data. The RGB data helps in determining the position 

of the human face and breadth is needed to extract 

the point cloud data. Point cloud data is the locus of 

points in 3D position. Finally, we have done some 

experiments using the CPD algorithm which allows 

parallel data plotted on the same position. These 

experiments were performed in order to determine 

the suitability and the problems arising from the CPD 

algorithm as well as to allow us to dramatically 

improve the CPD algorithm. 
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2.0  RELATED WORK 

 

A number of research works on 3D scanning and 

reconstruction have been done to get more diligent 

with the sundry camera inputs that have the ability to 

read input in 3D environment.  

There are several techniques to engender a 3D model 

by exploiting the process of scanning and 

reconstruction which are utilizing the color image and 

the depth image. 

FaceShift emerged in 2012 has created a 

phenomenon in the world of facial animation [6, 7]. 

There are a number of studies conducted in depth 

and become an important part of the process of this 

product. Li et al. [8] has produced techniques for non-

rigid registration using depth data as the input. The 

algorithm is able to allow two different point cloud 

data can be combined with the position of a point 

cloud data set as a target and the other one as the 

data that can morph and realign the position of point 

cloud data. By using this method, the parts that have 

holes and imperfect will be closed and repaired. It is a 

key element in FaceShift to produce 3D models for 

facial use as a template matching technique. 

Zollhöfer et al. [2] used a template matching 

technique to map the point cloud data. Point cloud 

data is obtained from the Kinect. Data smoothing 

process for Kinect is also done to reduce the noise of 

depth data. In the meantime, the uses of face and 

feature extraction are also being used in the study. 

Detection of eyes, nose and mouth are employed to 

facilitate the mapping to the template face. It also 

uses non-rigid registration to map point cloud data as 

well as the face template. The generated model can 

be integrated with the morphing technique and 

therefore enabling the morphable face model to be 

used in facial animation.  

One of the applications that use the color image as 

an input to produce a 3D face model is Basel Face 

Model known as MorphFace [9]. MorphFace is based 

on the research of Paysan et al. [10]. They use a large 

database of 3D face models and compare it with the 

image taken. The closest comparison is decided as 

the result. Although this method produced very 

impressive results, but their designated process is not 

for real-time situation.   

 

 

3.0  DATA ACQUISITION 
 
In this section, we will describe a method for 3D data 

acquisition from the camera to the data acquisition 

process and the type of face that 3D camera utilized 

for face point cloud data and color images. 
 
3.1  Input Device 
 
Microsoft Kinect is a 3D camera that is used to capture 

the 3D data [11]. Kinect has five main components: (i) 

RGB camera (normal color camera), (ii) depth 

camera (3D camera), (iii) infrared (IR) laser projector, 

(iv) multi-array microphone and (v) motorized tilt. All 

components are shown in Figure 1. IR laser projector is 

used to emit infrared rays to the scene and reflected 

back by objects on the beam to the 3D camera. 

Kinect reading speed is 30Hz or 30 times per second 

and it has 640x480 pixels resolution for both RGB and 

3D camera. This device has the ability to read a range 

of up to ± 9.9 m starting at a distance of ± 500 cm but 

with Kinect drivers supplied by Microsoft's own Kinect 

set can only be read between the range 1.2 - 3.5m [2].  

Kinect is used because it is a low-cost and affordable 

3D camera. 

 

 

 

 

 

 

 

 

 
 

 

Figure 1 Microsoft Kinect 

 

 

3.2  RGB and Depth Data 

 

In this research, the RGB data is very important 

component to detect the human face as RGB color 

data contains information that can be used to get the 

current position of the face in the camera scene [12].  

Depth data is also becoming an important element 

in getting the point cloud data for the process of 

forming a human face avatar. It is crucial to position 

in parallel with the similar images in RGB camera. 

 

 

 

 

 
 

Figure 2 Shows the view of Kinect. depth data, RGB data, 

depth + RGB data and depth with color information (start 

from left) 

 

 

Figure 2 show the images obtained from the RGB 

Kinect depth data and real data from the same 

scene. RGB and depth data have no similarities in 

terms of pixel position due to its 3D camera and the 

RGB camera has different position and it repaired with 

a little calibration of both the camera. 

As illustrated in Figure 2, the depth data obtained 

from Kinect is not accurate and complete. This shows 

that the Kinect has a lack of depth determination and 

produce high noise data. 

 

 

4.0  FACE DETECTION 

 
In this process, there are some sequences that should 

be used to get the point cloud data on the face. 
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The first process is done is by using face detection with 

Haar-like features techniques [13]. Based on this 

technique, it requires a RGB camera data to enable 

the face to be detected.  

The main idea is when the position of face is 

detected; the visible angle of face will be displayed. 

To increase the speed of the source of RGB taken from 

Kinect, we set a specific area in the middle of the RGB 

camera view and also for the depth camera. We 

determine the size of selected RGB position is 200x200 

pixels. Face detection will be done in the area alone. 

After a face is detected, it will be scaled down to 

50x50 pixels. This directly reduces the computation 

cost for this process. By using a large size, it will 

consume more time to process the data and 

decrease the frame-per-second (FPS) for a direct 

application. 

Then, the size and the position obtained from the 

process are sent to the point cloud data which is 

necessary to process data only. At the point cloud 

data, point cloud will limit to 100 pixels only. Figure 3 

shows an area with dimension axis x, y and z. 

Explanation on the data acquisition steps for face 

detection is expressed in flowchart form as shown in 

Figure 4. 

Figure 5 shows the extraction process done after the 

face is detected and then the data is sent to the size 

and position of point cloud data to be extracted. 

Diagram on the left shows the data of images 

captured by the camera. Blue line shows the face 

detection, while the yellow color is the detected face. 

Right-hand side of the diagram shows the data 

extraction. Culling process is a process of removing 

specific data which are not required at this time in 

order to save time during the rendering process [14, 

15]. 

 

 
 

Figure 1 Dimension of point cloud data extraction 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 Flowchart of data acquisition for face detection 

 

 
 

Figure 3 Extraction process. Face detection (left) and extract 

point cloud (right) 
 

 

 
 
Figure 6 Comparison between  point cloud data which point 

cloud without culling (left) and were extract or cull (left) 
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Figure 6 shows a top view of the difference between 

before and after the culling process. Based on the 

figure, it shows that there are a number of 

unnecessary data remaining in the scene and thus 

omission process is needed. It is facilitate the process 

of data during processing. 

 
 

5.0  EXPERIMENTAL RESULT 

 
We have conducted an experiment where the point 

cloud data is obtained for specific areas of the human 

face. The experimental results from the previous 

processes are shown in  

Figure 4.  These results were automatically taken from 

the application and did not require any calibration. 

The recommended method is very easy to get the 

point cloud data to a human face. We use several 

different data to demonstrate the ability of this 

application to be used in the future. 

The data obtained is in the form of color image data 

point cloud. It is easy to be manipulated and used. For 

point cloud data, it can be manipulated using a 

variety of point cloud software such as MeshLab [16]. 

In our experiment, the data for the face is taken from 

different position of face direction to allow the holes 

resulting from the draw down data that is not visible. 

These data do not seem to be causing lack of points 

needed to produce the best face. As a result, the data 

should be taken from various angles to improve the 

situation (refer to  

Figure 5). 

Regarding the data obtained, we used the ICP 

technique to register each image obtained and the 

published results were not perfect. This shows that ICP 

can only do registration for objects or rigid points only 

for the objects that have in common with each other 

(see  

Figure 6).  

The points are non-rigid points which do not have 

any hard data correspondence to do transformation. 

Therefore, the non-rigid registration is used to obtain 

the points of correspondence that can be used as 

data and this technique is also able to perform 

deformation of these points. 

In doing the experiment for the CPD algorithm, the 

partial use of face point cloud as a source and target 

data were used but the results still do not meet the 

target result which is the partial point cloud of face 

map. But the capacity obtained by this algorithm can 

help this research with the number of changes that 

must be made to this algorithm. 

 

 

 
 

Figure 4 Captured data. RGB image (left), point cloud data 

+ color (middle) and point cloud data (right) 

 

 
 

Figure 5 Holes of point cloud data from single image 
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Our results showed that there was an occurrence 

between the target and source data with data 

similarity.  

Figure 7 shows a source data and a target data which 

are not aligned. Using CPD techniques, the results 

published are as shown in Figure 10 (right side). This 

experiment only used 28 iterations and the time to finish 

the iterations is only 1.6262 seconds. This shows the CPD 

is able to change the specific points on the real target 

and was able to find the correspondence data. In this 

case, the use of CPD is needed to produce a quality 

3D face by only using low-cost 3D camera with some 

fine-tunes operations to be performed. 
 

 

6.0  EXPERIMENTAL RESULT 

 
We have presented a method for producing a 3D face 

model by using a cheap and affordable approach for 

the public. Even though the Kinect technology still has 

some drawbacks such as having high noise data but 

by using appropriate methods, it can produce high 

quality results. 

Currently, we are working on improving and 

extending this works to the other level. The use of non-

rigid registration techniques as suggested by Li et al. [8] 

and Zollhöfer et al. [2] are very useful and necessary as 

a means to produce the quality 3D models. Smoothing 

techniques and mapping templates will improve the 

quality of the results. Reviews on head pose estimation 

will be used to reduce registration costs when facing 

with multiple point cloud data [17-19]. There are still 

weaknesses in the current method because we are not 

implementing the right face data acquisition. In this 

research, the improvement can be done to enhance 

the ability of the developer to produce a smarter 

product. 

For future work, we are going to get any features 

from a face that can be extracted like eyes, mouth 

and nose which allows the ICP is used to shorten and 

simplify the registration process. The algorithm is being 

produced by Myronenko et al. [3] can be improved to 

suit with our research work. 

 

 
 
Figure 6 Source data(left), after ICP (middle), target data 

(right) 

 
 

Figure 7 CPD algorithm. Before registration (left) and after 

registration (right) [3, 4] 
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