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CHAPTER 1 

INTRODUCTION 

1.1 Overview  

Issues of hacking and phreaking are as old as the history of computers, dating 

back to the first generation of computers in the late 1930’s.  These activities became 

more blatant and extensive with the advent of the Internet in 1969 and personal home 

and office computers in 1981. In view of this, protection against intruders or 

attackers has become essential although initially this of greater concern to the 

government, because the targets were mostly universities, laboratories and military 

organizations (Lawson, 2011).  The next stage was the rise of corporate networks 

with companies being intricately  linked via Internet and the nascent developments in 

e-commerce in the 90’s with their online shopping and other services that deal with 

private and confidential material such as credit cards, bank accounts and tax revenue 

which require much personnel identification information.  

Advancements in technology have made users extremely vulnerable and  

concerns for security and the need to protect private and confidential information has 

escalated into the public and private sectors domains.  This is reflected clearly in the 

security report published in 2013 where cyber-attacks were noted to have branched 

to various fields as depicted in Figure 1.1.  Based on this report the three largest 

targets of the cyber-attacks are the government (23%), industry (22%) and finance 

(14%)  sectors along with various other anonymous  entities such as organizations, 
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the education sector and news groups (Passeri, 2013).  Although this report is not 

exhaustive and only represents discovered attacks, it  does provide a global view of 

the existing and continuously emerging threats to the security of computer data.   

 

Figure 1.1:  Distribution of Cyber-Attack Targets (Passeri, 2013) 

The concept of security through monitoring user activity was first introduced 

in 1980 by James Anderson (1980).  It was to protect information from being 

accessed by unauthorized external or internal users and also to protect information 

from ‘misfeasors’, users that misused their privilege (Lunt, 1988).  This was the 

initial beginning of Host-Based Intrusion Detection System (HIDS) (Dewan and 

Mohammad, 2010) but it was limited to monitoring user activities for any malicious 

or unusual behaviors which is normally done manually using the printed audit logs 

(Kemmerer and Vigna, 2002).  The Intrusion Detection System (IDS) is a form of 

security software used to identify unauthorized use of  computer assets or facilities.  
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It operates as a secondary defense layer prior to conventional security technique such 

as authentication and access control (Peddabachigari et al., 2007).  

Detection is the initial aspect in IDS, this is followed by the manual 

processing of the detected alerts. Although there have been many new and innovative 

IDS softwares since the formation of IDES, due to the persistent problems mentioned 

in Section 1.2.2, this research focuses on the operational aspects of IDS which is the 

Alert Processing Method (APM). A framework that is able to refine process and 

manage the huge amount of alerts generated by IDS so as to finally produce an 

operational framework which analyze positive attack scenarios is proposed. The 

proposed framework introduces two most important features in alert processing; data 

reduction and alert correlation technique. Under the reduction component, feature 

selection is applied to choose the needed attributes to precede with the clustering and 

this is followed by the filtering of clusters that are not relevant or in this case clusters 

that are not a threat to the targeted computer. Next, results from the reduction 

component are then used as input for our alert correlation module to create attack 

scenarios and calculate attack scenarios probability. While the reduction solution is 

inspaired by Human Immune System (HIS) principles, correlation component 

applied pattern recognition method.  By implementing the algorithm, we are able to 

achieve our objective and solve the problem stated at the initial stage of our research. 

The rest of this chapter will explain further the importance of CS by stating 

the purpose and focus of this research.  Firstly, Section 1.2 narrates the background 

of CS and the central problems addressed in this research. Section 1.3 describes the 

problem statement, followed by the motivation for performing this research in 

Section 1.4.  The research objectives are presented in Section 1.5, while its scope and 

significance is in Section 1.6 and 1.7, respectively.  For easy understanding and 

reference Section 1.8 provides an organizational layout of the thesis.  Finally, this 

chapter concludes with the definition of term used in the entire research content in 

Section 1.9.  
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1.2 Background of Computer Security (CS)  

Security has become an integral component of the digital world as humans 

are no longer safe just by locking their physical doors and windows. Nowadays 

security has evolved and mutated in synchronization with the ease and speed of 

hackers and attackers in designing new and sophisticated attacks. New security 

mechanisms have to be developed to defend and protect users from these attacks; but 

even as sophisticated security mechanisms are developed, there will be attempts to 

intrude and violate the protection established. While computer security is being 

developed and enhanced, attack activities are growing and spawned at an alarming 

rate with new holes, new attack strategies and new attackers surfacing almost daily. 

Unfortunately, security defenders are mostly reacting to attacks, instead of being able 

to prevent attacks before they occur. Nevertheless efforts must continue in the 

attempts to produce an improved security mechanism to assists security defenders in 

safe guarding organization assets.   

Previously, research and development of security were mostly focused and 

based on military importance and needs (Ware, 1967; Landwehr, 1983).  However, 

with the growth in computer crimes from simple hacking to financial and 

information theft, the need for security has spread broader and wider among users in 

the computer world. CS is a service provided to protect and maintain the 

confidentiality, integrity and availability (CIA) of an automated information system 

resources (NIST., 1995) which also includes the network infrastructures (Bishop, 

2003) governing it. Consequently, the CIA triad has become the fundamental 

characteristics (Kesh and Ratnasingam, 2007) in Information Security (IS) (ISO/IEC, 

2005.).  In addition to the triad, non-repudiation, accountability, authenticity, and 

reliability are the characteristics of Information and Communication Technology 

(ICT) security (ISO/IEC, 2004). Meanwhile the functionality of Cyber Security 

(CBS) is to protect the CIA of information in the cyberspace (ISO/IEC, 2012); which 

indicates the permutation or intersection of IS and ICT security.  The definition of 

security by ISO/IEC standards is shown in Figure 1.2.  
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Figure 1.2: Computer Security 

Standalone systems, applications and data are protected via information security ; 

wherelse network connection and transmission is protected by ICT security. 

Therefore the transmission or accessibility of data or information through the 

network will constitute the application of cyber security. There are various 

approaches in the development of CS mechanisms built to address or resolve a 

particular issue at a given time. Since there is no single solution to multiple 

problems, the different security mechanisms are used simultaneously as they 

complement each other in setting up a secure environment.  

1.2.1  Challenges of Existing Security Mechanisms  

The main goal in implementing CS is to protect classified material against 

malicious activity whether intentional or not and is a major  challenge faced by 

security practitioners and developers.  Security mechanisms have their limitations 

and vulnerabilities that are constantly being addressed by researchers and developers. 

Technically there are many different kinds of security mechanisms applied at various 

levels of the Open System Interconnection (OSI) layer, information and the network 

infrastructure remain vulnerable.  Since existing security mechanisms are solutions to 

current problems, attackers are continuously designing new and sophisticated attacks 

to outsmart them.  For example hackers have developed methods such as ‘SQL 

injection’ and ‘cross site scripting’ to penetrate the source code of an application or 

Information 

 Security    

] 

ICT Security    

] 

Cyber Security    

] 
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web portal to steal information. Meanwhile operating systems and anti-virus 

packages are constantly being updated with new patches to resolve vulnerabilities 

that are created. Although firewalls are a common element in a network 

infrastructure, they are still susceptible to circumvention by attackers besides being 

unable to detect new threats and viruses as they are not programmed to block 

malicious acts committed by insiders.  Similarly, IDS faced similar limitations except 

that it is able to detect and monitor malicious activity from within and outside the 

network domain. However IDS has additional concern, which is the huge number of 

alert generated on a daily basis.        

Providing security services is a complicated and difficult task where users, 

custodians and security experts need to be alert and prepared at all times.  It is 

important to keep abreast of the current security developments and attackers’ new 

exploits.  Based on the challenges mentioned, it is obvious that existing security 

mechanisms require further improvement.  This research, however, focuses on the 

IDS  mechanism in managing the huge amounts of alerts generated.    

1.2.2 Problem Background on IDS  

Even as information security is being developed and enhanced, attack 

activities are growing and strengthening at a much faster and alarming rate.  

Although there currently exist new and sophisticated security mechanisms, the 

vulnerabilities and attack strategies are rampantly multiplying with constant attack 

and attempts to intrude and violate the established protection systems.  To curb this 

situation it is important to have a mechanism that not only blocks and prevents 

intruders but also monitors human activities for abnormal or malicious behavior.  

The Intrusion Detection System (IDS) is a form of security software used to monitor 

and identify unauthorized use of a computer asset or facility. It operates as a 

secondary defense layer prior to the conventional security technique such as 

authentication and access control (Peddabachigari et al., 2007).  Unlike other 

security devices, IDS does not block traffic from entering or leaving a network, it 
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merely detects and logs traffic that is suspected or considered malicious.  Although 

IDS technology has evolved much since the formation of the Intrusion Detection 

Expert System (IDES) in 1980 (Denning, 1987), towards designing and producing 

better detection systems, there is still room for improvement as will be discussed 

briefly in Chapter 2.   

IDS has become a major security application which is widely implemented 

among practitioners and its importance as a security feature to computer 

infrastructure is indisputable.  There are two main segments in IDS applications:  a 

fully automated detection mechanism and an alert processing mechanism which is 

human dependent (Chaboya et al., 2006).  The alerts produced to be processed are 

generated via the detection segment of IDS sensors resulting in huge amounts of 

daily alerts due to the efficiency and accuracy of the detection mechanism. The IDS-

generated alerts are classified into four categories which are  listed below:  

i) True Positive (TP) indicating alert generated for a real intrusion 

ii) False Positive (FP) indicating alert generated  for normal activity 

iii) False Negative (FN) indicating missing alert which is not generated 

iv) True Negative (TN) indicating no alerts generated for normal activity 

Although actions are continuously taken to create a better and more accurate 

detection mechanism, intruders and attackers are always introducing new and 

innovative ways to penetrate the user’s network.  The single most notable limitation 

of IDS technology since the beginning of its formation is conceptual in nature which 

is the detection mechanism.  This weakness, causes another major implementation 

problem for security operators, which is the enormous number of alerts to be 

manually processed daily. Although there are other shortcomings of the IDS 

technology, this research addresses issues concerning the alert processing segment 

which is mostly handled by human operators.  These surrounding problems are listed 

below: 
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(a) Huge number of alerts: It is reported that, in 2012 there was a 42% 

increase in the number of attacks of which 40% were caused by hackers 

(Symantec-Corporation, 2013). This increase could be due to 

‘overstimulation attacks’ which is a ploy developed to flood the network 

with false positive alerts and confuse or distract security experts from real 

attacks (Yurcik, 2002; Chaboya et al., 2006; Corona et al., 2013).  

Elusion Strategies , such as SYN Flood, is a fragmentation technique that 

sends useless data to IDS to swamp  the IDS sensor with ambiguous data 

to masquerade the actual attack. Secondly, there are also cases where 

attacks are disguised through specific coding to evade recognition 

(Chaboya et al., 2006). Also tools can be used to perform attacks 

(Giannetsos and Dimitriou, 2013; Mandelcorn, 2013; Prasad et al., 2013), 

such as DDoS attack tolls that could be initiated randomly by armature 

hackers(Dayanandam et al., 2013; Ozcelik et al., 2013). Such activities 

have aggravated the issue further and could paralyze the whole network.   

(b) Processing Accuracy: Practitioners Broderick (1998), Manganaris et al. 

(2000) and researchers Dain and Cunningham (2001) and Julisch (2001)  

have frequently highlighted the thousands of ‘innocence alerts’ or 

‘mistakes’ (Abouabdalla et al., 2009) generated daily by IDS sensors and 

the difficulty in sifting through them to find genuine  threats (Vignesh et 

al., 2010; Liao et al., 2012).  The act of manually analyzing and 

processing these alerts is said to be ‘labor-intensive/ human oriented base 

(Chaboya et al., 2006) and error-prone (Broderick, 1998; Manganaris et 

al., 2000; Dain and Cunningham, 2001)’.  Although there are tools to 

automate alert analysis and processing (Dain and Cunningham, 2001; 

Debar and Wespi, 2001; Valdes and Skinner, 2001), there is still need for 

human involvement in the analysis and processing of alerts, since  there is 

‘no silver-bullet’ solution to this problem. 

(c) False Positive (FP):  It is reported that daily IDS’s detected thousands of 

attacks with more than 90% of them false positive (Julisch, 2003a). 
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Though the percentage of false positives has reduced overtime due to 

research and development work for creating better and more sophisticated 

detection mechanisms, detection inaccuracy is still an issue (Chun-Jen et 

al., 2013; Tiwari and Alaspurkar, 2013). This false positive alerts 

dilemma is still a problem which has been extensively researched, as 

discussed in Chapter 2.       

(d) Processing Performance: Owing to the above mentioned issues, the 

performance rate in terms of time and memory capacity of an IDS 

implementation decreases.  As such, reducing the number of alerts and 

false positives will contribute to better  performance rates.  

(e) Intelligent Decision Making Support:  IDS is a monitoring system that 

complements other security mechanisms.  It is not a total integrated 

solution that could completely prevent attack from occurring and despite 

its strength, like other security system IDS lacks the ability to support 

decision making. Since the final assessment on the magnitude of damage 

caused by an attack is  made by security experts therefore it is important 

that any IDS mechanism provide information to facilitate such decision 

making.   

These are problems faced daily by PRISMA (Pemantauan Rangkaian ICT 

Sektor Awam) a unit created to monitor possible cyber-attacks on Malaysian 

government agencies.  Due to the massive amount of alerts received daily, the 40-

staff unit operates around the clock (24x7x365). Figure 1.3 shows the total amount of 

alerts captured since 2010 and the data up to October 2013 shows a continuous 

decline in alerts and is due mainly to PRISMA’s success in instilling awareness in 

the public sectors of the importance of CS and  tightening its infrastructures security.  
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Figure 1.3:  PRISMA Total Alerts Within Four Years    

Although the number of alerts has reduced significantly with the 

implementation of extra security appliances such as firewalls and active maintenance 

of attack signatures used by IDS sensors that were inappropriate and obsolete, the 

181.62 million alerts in 2013 indicates some degree of ineffectiveness.  To illustrate 

further, a breakdown on the total alerts in 2013 into four categories is presented in 

Figure 1.4.  The false positives, filtered, processed and not processed categories 

could explain the almost 182 million alerts.  As shown more than 50% of the alerts 

were filtered and not considered a threat to the government agencies.  This is a very 

large number and without proper automation process could cause missing alerts. 

Although the number of monthly false positive alerts is considerably small in 

percentage terms, in reality filtered alerts are also false positives alerts. The 

difference being that the filtering is done automatically, while the later were 

confirmed false positives after a series of manual processing by security experts. It is 

thus safe to assume that the overall average of false positive alerts for 2013 (up to 

October) was 79.88%.   Another important issue that has to be highlighted is the low 

percentage of processed alerts that were tasked to the 40 security experts.  Despite 

the large number of human resources and their non-stop efforts they were only able 

to process an average of 31.24% of the overall total alerts.  Although the percentage 

of the unprocessed alerts looks small however, the potential damage that could occur 

from these unprocessed alerts which is considered as malicious threats is undeniable.     
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Figure 1.4:  Categorization of PRISMA Raw Alerts for year 2013  

The issues relating to IDS implementation are not only in theory but very 

much a practical concern as demonstrated by the data gathered from PRISMA (refer 

Figure 1.4).  The authenticity of mostly false positives alerts generated and filtered 

through the  filtering process is questionable due to the lack of important information 

as a filtering criteria.  Furthermore, even though a huge number of alerts were 

filtered, the processing performance is still inadequate owing the number of 

unprocessed alerts arising monthly.  The tedious and time consuming manual process 

has made it impossible for security experts to process all the remaining alerts. 

Accordingly, the operative function which is supposedly online and in real time is 

impossible to implement because of the time spent processing useless and 

meaningless alerts.  In addition, the equipment used is constantly in need of 

upgrading to cater to the huge amounts of data collected and processed. 

Taking into consideration the specified problems mentioned above, the 

purpose of this research is to construct a holistic solution that focuses on the alert 

processing segment of the IDS application with the objective of minimizing human 

dependency and to assist security experts in focusing on diagnosing the impact of 

any attack.  It is about managing these alerts and organizing them in a meaningful 

way to enable the experts to make appropriate decisions on each individual asset 

under attack.  This is achieved by first, reducing the numbers of alerts collected and 
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grouping them to produce attack scenarios.  This is done by splitting tasks into 

smaller modules to create a holistic framework as explained in Chapter 4.   Although 

the main design of this framework is to manage and organize the alerts, the most 

important element is the accuracy and performance factors in achieving these goals. 

As such, choosing the best technique to perform the tasks assigned in this framework 

is a crucial element of the decision-making process. 

1.3 Problem Statement 

  This research focuses on providing a complete and enhanced solution in 

making alert processing efficient. Through automating alert processing activity 

human intervention is reduce and intellectual decision making element is 

incorporated.  Based on the problem relating alert processing mentioned in Section 

1.2.2,  the main research question to be addressed is: 

How to effectively refine, process and manage the huge number of alerts 

generated by IDS to eventually produce an operational framework which analyzes 

all vulnerable and possible attack scenarios?    

To answer the above question, the following need to considered and 

addressed: 

(a) RQ1: What are the methods and techniques used in the process of 

managing the alerts generated by IDS? 

(b) RQ2: How to classify and enhance existing alert processing technique? 

(c) RQ3: What are the types of data generated by the SNORT IDS sensor and 

how to assemble the data required? 

(d) RQ4: What are the different known attack scenarios that are available and 

actively occurring in the datasets applied?   
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(e) RQ5: How to enhance the existing alert processing framework through the 

technique and approaches identified? 

(f) RQ6: What are the required components involved in the process of 

constructing the proposed framework?   

(g) RQ7: How to evaluate the framework and clustering technique introduced 

in the proposed solution ?   

1.4 Research Motivation 

 In IDS implementation, alert processing is a component that is activated in 

response to the output produced by the detection module.  The number of alerts 

produced and their accuracy is beyond the control of the alert processing component 

but that has to be managed and processed within its jurisdiction. Section 1.2.5 

provides a full explanation on the problems originating from this component which is 

also the research problem of this study.  Chapter 3 discusses the limitations of the 

existing alert processing techniques by earlier researchers, which either concentrate  

in reducing the number of alerts separately from correlating those alerts or 

performing both techniques.  Based on the review conducted, calculations of 

vulnerability level assessment and successful attack probability estimation are not 

available in any of the previous frameworks.  Therefore, the emphasis in this 

research is to address these limitations and enhance the existing framework. 

Improvements in the current solutions are essential because of the following: 

(a) To maximize accuracy: The process of reducing or eliminating data in a 

particular data set is a very risky task as in maintaining its integrity, the 

method and technique applied has to be accurate. To maximize accuracy, the 

error rate has to be minimized or controlled.  Although solutions that applied 

reduction techniques are commendable, the introduction of error in the 
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process off data reduction will jeopardize the credibility of the data and 

ultimately present an unreliable end result.   

(b) To enhance automation: Large amount of raw alerts are generated by IDS 

sensors on a daily basis.  These alerts have to be processed immediately and 

efficiently and as such automation process is extremely crucial in this phase 

of IDS implementation.  Even though human involvement in this process is 

unavoidable, the effort has to be made to try and enhance the automation 

process to its ultimate capacity using their implicit and explicit knowledge.  

(c) To support decision making: For the raw alerts to have meaning and value 

they have to undergo a series of procedures and actions.  These processed 

alerts will ultimately be a source of information for intelligent and decisive 

decision making.  Currently, existing alert processing frameworks are focus 

on reducing the number of alerts and forming causal relationship among 

them, but, this is inadequate for sound and effective human decision making 

which requires more robust and reliable information inputs.  

 The above are the source of motivation of this research and will aid in 

answering the main research question:  

 How to effectively refine, process and manage the huge number of alerts 

generated by IDS to eventually produce an operational framework which analyzes 

all vulnerable and possible attack scenarios?    

 

To accomplish this objective the following issues have to be addressed: 

(a) Designing modules using best techniques in both spectrum of alert processing  

to produce zero error rate. 
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(b) Extracting implicit and explicit knowledge using the taxonomy derived based 

on previous studies and the scope of this research.    

(c) Implementing the newly developed alert processing techniques using the 

documented knowledge collected. 

1.5 Research Objectives   

The research objectives based on the problem statement above, are as 

follows:  

(a) To analyze existing clustering technique to present a novel method of 

reducing the amount of alerts generated by performing a new clustering 

technique based on Artificial Immune System.   

(b) To analyze existing correlation technique to present a knowledge based 

correlation method based on pattern recognition technique to detect 

known attack pattern and successfully calculate its probability.  

(c) To propose a framework on alert monitoring and processing operation 

that focuses on an individual machine under attack 

1.6 Research Scope 

The scope of this study is as follows: 

(a) The overall focus of this research is the alert processing segment and the 

area highlighted is the reduction of the amount of alerts and correlating 

alerts into scenarios.   

(b) This research is geared to the clustering methodology that is based on 

Artificial Immune System (AIS) approach and correlation technique 

based on pattern recognition technique.  



16 

 

(c) The data used for this research are the ones captured by SNORT engine. 

Though there is much information stored in a particular alert that is 

captured, for the purpose of this research five features which are 

destination IP, source IP, signature ID, time stamp and event ID are 

selected. 

(d) Targeted assets under attack (destination IP) is the priority in this 

research; the alert cluster and the scenarios created are based on 

destination IP. 

(e) This research focuses on producing a framework that is practicable and 

doable within a security monitoring environment.   

1.7 Research Significance 

The significance of the study lies in the following areas:  

(a) Firstly, the most important contribution of this research is towards the 

ability to reduce the amount of alerts processed without jeopardizing the 

integrity of the alert.   

(b) The clustering techniques are time efficient and computationally cost 

effective.     

(c) The proposed approach is based on individual assets that are being 

monitored which is critical to any institution.  

(d) Finally, the overall framework is flexible and suitable to an environment 

such as PRISMA.    
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1.8 Thesis Organization   

This is a research that explores the computer security domain and focuses on 

a particular security application named Intrusion Detections Systems. It is a 

documentation of activities and processes conducted aimed at producing an artifact 

or object which is a solution to the issue or problem identified. This thesis consists of 

seven (7) chapters with each beginning with an introduction and ending with a 

summary to facilitate understanding of the thesis. The organization overview of this 

thesis is shown in Figure 1.5, which explains the flow of normal and alternative 

reading of this thesis. A summary of the succeeding chapters is as follows: 

Chapter 2: Presents an overall review of the IDS technology and emphasizes on the 

limitation currently surrounding the detection mechanisms. This is followed by a 

survey of the comparative evaluation study performed on a previous Alert Processing 

Method. The chapter begins with an explanation of two important elements of the 

alert processing segment. Next is the discussion and comparative evaluation of the 

existing methods. This is followed with the implementation issues or limitations of 

each method. Finally, it highlights the elements that could contribute to overcoming 

the existing limitations.  

   

 

 

 

 

 

Figure 1.5: Overview of the Thesis Organization 
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Chapter 3: Constitutes the research methodology adopted in completing this 

research.   The procedures and activities presented by the methodology, guided the 

research to its proposed objectives. Next, the operational framework presents 

deliverables of each objectives, followed by a brief presentation of the proposed 

solution.  The data source and format applied for the experiment are discussed. Next 

the evaluation critera is discussed and lastly, the limititations and assuptions of the 

proposed solutions are  listed. 

Chapter 4: This chapter presents the detailed process of designing and developing 

the proposed Intelligent Alert Processing Framework (IAPF) solution.  It begins by 

explaining the conceptual model of the IAPF and illustrates the designing of each 

module and the challenges involved in doing that. Lastly, the procedures and 

processes in building and developing the modules are explained . 

Chapter 5: This chapter first describes the implementation procedures for the 

experiments to be conducted and the evaluation method. Next the experimental 

results from both data sets are evaluated using the model proposed. The performance 

of the IAPF prototype is measured based on the calculations mentioned in chapter 4. 

Next, the evaluation results are used to address the research purpose identified at the 

beginning of the research. Finally an overall analysis and discussion is conducted on 

the experimental results.  

Chapter 7:  Concludes the dissertation with a presentation of the research 

summary and findings. This is followed by the research contribution, limitations and 

future works.  
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1.9 Definition of Terms 

The terms used in this research are as listed below: 

 

Alert/Event/Attack  – a notification of the occurrence of specific events that   

 matches the signatures (in signature-based NIDS) or 

 deviates from normal activities (for anomaly-based NIDS). 

Alert correlation  – multi steps process that receives raw alerts as input and acts 

 as a platform to manage and understand the alerts. 

Attack graph  - is a relational/causal graph or Directed Acyclic Graph 

 (DAG) that represents the causal relationship between 

 attacks to reveal attack strategy. Edges represent action and 

 nodes represent system’s tate. 

Attack step/stages -  steps involved in an attack stage. Technically, it represents 

 the clusters produced by clustering in ARM. 

Attack strategy  -  a complete attack launched by attacker which consists of 

 attack steps and attack stages. 

DDoS  -  stand for Distributed Denial of Service. It referred to an 

 attack which a multitude of compromised systems attack a 

 single target, thereby causing denial of service for users of 

 the targeted system. The flood of incoming messages to the 

 target system essentially forces it to shut down, thereby 

 denying service to the system to legitimate users.   

True Positive (TP)  -   indicates alert that is generated for a real intrusion. 

False Positive (FP)  -  indicates alert that is generated  for normal activity 

False Negative (FN)  -  indicates missing alerts which is not generated 

False Negative (FN)  -  indicates no alerts generated for normal activity 
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False Positive Attack - indicates calculated vunerability level of a cluster. 

Known alert -  a labelled alert that has class information based on previous 

 data or domain experts knowledge. It is usually used for 

 training the machine learning algorithm.  

Unseen/new alert -  an unlabeled alert that has no class information. It is  

 usually used for validation and testing the machine learning 

 algorithm.  

Missing alerts -  attacks that are not captured by the IDS sensor.  

Reduce alerts - alerts that are clustered or grouped together based on a 

 sepecified criteria to reduce redundancy. 

Reduce False Positive- alerts or clusters that are not malicious and not a threat to 

 the targeted destination IP. 
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