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ABSTRACT 

 

 

 

Speaker recognition systems based on Malay language have been developed in 

the personal computer environment. This thesis outlines a hardware implementation of 

a real-time speaker recognition using Malay language. Various speaker recognition 

classifiers have been investigated in term of feasibility in a stand-alone hardware 

platform. Computational and memory requirement are given consideration, along with 

processing optimizations. A speaker recognition board is implemented based on a 

TMS32C31 digital signal processor (DSP). The speaker recognition techniques used are 

the Linear Predictive Coding (LPC) Cepstral analysis for feature extraction, Vector 

Quantization (VQ) for feature compression and the Dynamic Time Warping (DTW) for 

speaker feature matching. This system is trained and tested using a population of ten 

users, with additional testing using ten impostors. The average entry success of a true 

user is 93.4%. The speaker recognition board is successfully tested as a speaker 

recognition door access system, with true access success rate of 88.7%. The speaker 

recognition system shows good performance, as well as being operational in real-time. 
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ABSTRAK 

 

 

 

Pengecaman suara berdasarkan bahasa Melayu telah dibangunkan berasaskan 

komputer peribadi. Tesis ini mengkaji perkakasan pengecaman suara bahasa Melayu 

yang dapat beroperasi dalam masa nyata. Pelbagai teknik pengklasifikasi pengecaman 

suara dikaji dari segi kebolehan operasi dalam perkakasan yang dapat beroperasi 

dengan sendiri. Keperluan komputasi and ingatan dipertimbangkan, beserta dengan 

optimasi pemprosesan. Perkakasan berasaskan pemproses isyarat digital (DSP) 

TMS32C31 telah dibangunkan. Teknik pengemcaman suara yang digunakan ialah 

Linear Predictive Coding (LPC) Cepstral, Vector Quantization (VQ) dan Dynamic 

Time Warping (DTW). Sistem ini telah diajar and diverifikasi menggunakan sepuluh 

pengguna, beserta sepuluh lagi orang bukan pengguna sistem. Purata keberkesanan 

memperolehi kebenaran laluan oleh pengguna ialah 93.4%. Perkakasan yang 

dibangunkan berjaya diuji sebagai sistem pengecaman suara untuk laluan pintu, dengan 

keberkesanan memperolehi kebenaran laluan 88.7%. Perkakasan yang dibangunkan 

menunjukkan tahap operasi yang memuaskan, dan dapat beroperasi dalam masa nyata. 
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CHAPTER 1 
 
 

 
INTRODUCTION 

 
 
 

In this chapter, an overview into the area of speaker recognition is given. Related 

work on real-time speaker recognition system, along with the objective and scope of 

work are given, and ended by a short description of the chapters of this thesis. 

 
 
 
1.1 Overview of Speaker Recognition 
 

Personal identity identification is an important requirement to controlling access to 

protected resources. Personal identity is usually claimed by using personal possessions 

like a key or badge, or knowledge of certain information like a password or 

combination numbers (Naik, 1990). However, these can be lost, stolen or counterfeited, 

thereby posting a threat to security. Biometric identification by using certain features of 

a person is a more secured solution for security identification. Fingerprint, hand 

geometry, retinal scanning, speech, and handwriting are examples of biometric features. 

 
Speaker recognition is a process of identifying a person on the basis of speech 

processing. Speaker recognition can be more precisely described as the use of a 

machine to recognize a person from a spoken phrase (Campbell, 1997). Advances in 

speech processing technology and digital signal processors have made possible the 

design of high-performance and practical speaker recognition systems. Speaker 

recognition can be used for secured applications like phone banking, voice mail, door 

access, and access of computer networks. Speaker recognition has also found 

usefulness in forensic application (Champod and Weuwly, 2000). 
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Speaker recognition has been shown to yield near perfect recognition results. 

Speaker identification using 630 speakers from the TIMIT database has given a result 

of less than 0.5% error rate (Reynolds, 1995). IER (identification error rate) of less than 

0.75% have been reported during speaker identification and EER (equal error rate) of 

less than 0.13% during speaker verification experiments (Wildermoth and Pawilal, 

2003). These results were obtained using the TIMIT, YOHO and ANDOSL databases. 

 
   
 
1.2  Real-Time Speaker Recognition System 

 
For a speaker recognition system to be used in practice, the response time, or 

the time taken to train and to recognize the speakers must me minimized to an 

acceptable level. The size of the speaker database grows when the number of speakers 

in a system is increased. This poses two problems in terms of memory requirement for 

speech database storage, and processing time required by the system.  

  
 
 
1.2.1 Related Work 
 

Work by Karpov (2003) on real-time speaker identification system has been 

concentrated in the area of algorithm optimization, without looking into the hardware 

design aspect. Sara (1998) concentrated on optimized speech processing in the 

DSP56001 hardware platform, especially in the application of noise reduction and 

speech enhancement. Kwek (2000) worked on a hardware based speech recognition 

system much similar to the hardware developed in this master’s work. Both work by 

Sara (1998) and Kwek (2000) are hardware based but are not concentrated in the area 

of speaker recognition. 

 
 
 
1.2.2  Objective 

 
 The objective of the work is to investigate the feasibility and to implement a 

hardware based real-time speaker recognition system. 
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1.2.3 Scope of Work 
 

A significant amount of experiments and study have been outlined in this thesis 

in these two areas: processing and storage requirement for real-time speaker recognition 

system. Description of a TMS320C31 based speaker recognition system is given. This 

system is tested in a real application as a speaker recognition door access system. An 

inline computation method of autocorrelation computation that reduces recognition 

time is benchmarked in terms of processing and memory requirement. The feasibility 

study of using various feature matching techniques in a real-time system is also 

outlined in terms of processing and memory requirement. The effect of combination 

lock number in speaker verification is investigated. 

 
Figure 1.1 shows the block diagram of the final implementation of the speech 

recognition hardware implementation. A TMS320C31 digital signal processor running 

at 50MHz is used to execute the speaker recognition algorithm. The LPC Cepstral 

technique is used for feature extraction of speech signal. The classifier used is the 

combination of VQ-DTW feature compression and matching techniques.  
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Figure 1.1: Block diagram of the speech recognition system 
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1.3 Organization of the Thesis  
 

In Chapter 2, a brief explanation of various algorithms and approaches used in 

speaker recognition systems are given.  Speaker recognition starts with speech 

acquisition, followed by speech feature extraction, and the modeled for speaker 

discrimination. Feature comparison and modeling techniques like Dynamic Time 

Warping, Vector Quantization, Hidden Markov Models, and Artificial Neural Networks 

are explained. 

 
Chapter 3 examines the algorithms and various optimizations used in the 

implementation of a real-time speaker recognition system. A feasibility study on 

speaker recognition modeling algorithms is outlined here. 

 
The hardware and software implementation of the speaker recognition system 

are outlined in Chapter 4.  

 
The results of experiments and discussion of the developed speaker recognition 

system are given in Chapter 5. 

 
The final chapter, Chapter 6 summarizes the research findings, the contributions 

and the limitations of the design. This chapter also outlines the direction for future 

work.  

 



 82 

 The limitation of the design is given in Section 6.2. Bandpass filtering and noise 

reduction will make the system more robust to noise. The implementation of word 

spotting will make the system more robust and eliminates the need for pauses between 

digits of the combination phrase. 
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