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Abstract 

The aim of this study is the experimental determination of a centre height of moment of 
drag force Hc, which is assumed to coincide with displacement height d on the basis of 
Jackson’s theory. The authors performed a series of wind tunnel experiments on the 
spatial distribution of pressure drag acting on walls of rectangular block arrays arranged 
in staggered, square, and diamond layouts under the conditions of different roughness 
packing densities, i.e., 7.7%, 17.4%, 30.9%, and 39.1%. Total drag and wind profile of 
the arrays were preliminarily measured by a floating drag balance and a hot-wire 
anemometer, and roughness length zo and d were derived using two-parameter fitting in 
our previous work. Hc values determined by the pressure drag measurement were 
compared with d of our previous work. The results show that the estimated Hc values for 
staggered and square arrays are significantly smaller than d except for the data of lowest 
packing density. Moreover, the zo values estimated using one-parameter fitting and 
measured Hc are slightly larger than those of previous work for the three arrays with 
high packing density. Although inconsistencies of Hc and d exist, it is likely that Hc 
could be explained as d for a range of low packing densities, i.e., below 30.9%. The 
present results suggest the necessity of both more accurate data of spatially averaged 
wind profile and direct measurement of Hc for experimental determination of the 
roughness length and displacement height of a block array. 

Keywords: Pressure drag, Wind tunnel, Roughness length, Displacement height. 
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Nomenclatures 
 
Cd’ Bulk drag coefficient 
Cp Wind pressure coefficient 
d Displacement height, m 
E Mean wind speed, m/s 
H Height, m 
Hc Centre of height of the moment of drag force, m 
i Pressure tapping 
L Width, m 

M  
Average of moment, Nm 

n Number of pressure tapping 
Pb Pressure on the back, N/m2 
Pf Pressure on the front, N/m2 

Ui Measured wind speed, m/s 
Uδ Free stream velocity, m/s 
u* Friction velocity, m/s 
X Distance of velocity, m 
zi Height of pressure tapping, m 
zo Roughness length, m 
  
Greek Symbols 

P∆  
Average of pressure difference, N/m

2
 

δ Boundary layer depth, m 

θ Total momentum thickness 

κ von Karman’s constant 

λf Frontal area density 

λp Plan area density 

ρ Density of air, kg/m3 

τ                 Shear stress due to form drag, N/m2 
 

 

1.  Introduction 

The accurate estimation of aerodynamic parameters of urban rough surfaces, 
roughness length zo and displacement height d, is important for prediction of air 
flow, dispersion of pollutants, and other atmospheric phenomena. However, the 
determination of these parameters still remains a difficult issue; Claus et al. [1] 
highlighted the difficulty of determining drag within rough surfaces whilst Kanda 
et al. [2] recently wrote that aerodynamic parameterizations though have been 
improved as research continues remains uncertain. In particular, the physical 
meaning of d is ambiguous and remains an open question. This is explained as we 
go through the different methods next.  

Studies on aerodynamic parameters zo and d for urban arrays with various 
geometry conditions have been carried out through various methodologies, 
including wind tunnel experiments and numerical simulations for several decades.  
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Basically, the accuracy of estimated zo and d strongly depends on the 
determination of bulk drag force acting on a roughness array, (or drag coefficient or 
friction velocity u*), which can be measured or estimated using several methods.  

The first method is based on the measurement of the Reynolds stress within an 
inertial sub-layer known as covariance in the constant stress layer by cross-wire 
anemometry or laser Doppler velocimetry (e.g., Cook [3], Iyengar and Farell [4], 
Cheng and Castro [5], Salizzonni et al. [6]). The method presumes a constant-
stress layer; however, the existence of constant-stress layer is not fully assured in 
a wall shear boundary layer developed in a wind tunnel or a computational 
domain. Actually, Cheng et al. [7] found that Reynolds shear stress in the inertial 
sub-layer is approximately 25% less than the surface shear stress deduced from 
pressure drag measurements. 

In the second method, u* is determined from the slope of the logarithmic 

velocity profile in the inertial sub-layer where 
( )dz

u

dz

dU

−
∗

=
κ

 (e.g., Feddersen 

[8]). However, Feddersen [8] reported that the estimated errors of u* in the 
inertial sub-layer are about 10% and 24% along the surface roughness length. 

The third method is on the basis of the velocity defect law in the outer layer 
(e.g., Raupach et al. [9]) where flow is dependent on zo, u*, and boundary layer 
depth δ. The log-law profile in the outer layer can be defined as follows: 

B
zu

U

o

+







=

∗

δ
κ

δ ln
1

                                                                                              (1) 

where Uδ is the free stream velocity external to the boundary layer; B is the 
integration constant for the outer layer law, taken as 2.5. 

This method relies on a canonical boundary layer in which the surface is 
uniform, the free stream is non-turbulent, the pressure gradient is zero, and the 
boundary layer is grown naturally without any tripping-up devices. Although 
theoretically it does not require an inertial sub-layer, the method is found to be 
effective only for heterogeneous array with sparse packing density within which 
interference effects are less than that of dense packing density. The fourth method 
estimates u* from the integral momentum theory (e.g., Padhra [10]). The integral 
momentum method (von Karman [11]) is used to determine the amount of 
momentum lost between two streamwise locations, which are balanced against 
drag force under zero pressure gradient condition. The bulk drag coefficient, Cd’ 
can be defined by using this method as follows (Padhra [10]): 

x
Cd ∆

∆
=

θ2'                                                                                                              (2) 

where θ and x are the total momentum thickness and distance of velocity 
respectively for the shear stress profile within a boundary layer growing over a 
surface of two points.  

Padhra [10] compared this method to Reynolds stress method, and found that 
both are not in good agreement for sparse and very dense arrays. In addition, the 
total errors in the momentum thickness and Reynolds stress method were found to 
be about 4% and 9%, respectively.  
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The fifth method is the direct measurement of drag force using floating drag 
balance installed in the wind tunnel. The different configurations of floating drag 
balance have been implemented in several studies; Maruyama [12] measured drag 
force imposed on a floating element above water using a strain gauge; Iyengar 
and Farell [4] used a floating element balance which consisted of two strain-
gauge force sensors for direct measurements of wall shear stress; Mochizuki et al. 
[13] installed a floating element to which a mechanical device was attached for 
measurement; on the other hand, Cheng et al. [7] used gear oil for its high 
viscosity to effectively damp oscillation of the raft on which cubes were attached, 
and drag force was measured using a cantilever spring tethered to the raft; 
Hagishima et al. [14] and Zaki et al. [15] used a similar method with that of 
Maruyama [12] but with a floating element with plan area of 720 mm by 720 mm 
installed with a strain gauge to obtain total surface drag of each array. Friction 
velocity u* was subsequently calculated; this study adopted the experimental 
value of u* obtained in Hagishima et al. [14]. According to Iyengar and Farell [4], 
u* determined from drag balance measurement is more accurate than using hot-
wire anemometry mainly because it is more representative of a roughness array. 

The last method is the direct measurement of form drag (e.g., Cheng et al. 
[7]), which we adopted. The measurement of form drag by Cheng et al. [7] was 
done by calculating the pressure difference of two opposing sides of a tapped 
cube. Integration of pressure differences over a frontal area of a cube yields form 
drag which is subsequently used to calculate friction velocity u* as follows 
(Cheng et al. [7]): 

ρ
τ

=∗u                                                                                                               (3) 

where τ and ρ are the surface shear stress due to form drag and air density 
respectively.  

However, rather than obtaining u*, this method was adopted by the authors 
especially to derive the centre height of moment drag force Hc using the pressure 
drag measurement as shown in Equation 5. By comparison, the other 
experimental measurements discussed earlier using cross-wire anemometry or 
laser Doppler velocimetry do not obtain drag force directly but Reynolds stress 
instead; hence, those methods are not appropriate to be applied in this study. 

Meanwhile, methods to estimate zo and d based on experimental data or 
numerical simulation can be classified into several approaches. The first approach 
uses the nonlinear least-squares method based on the logarithmic law from which 
the three parameters u*, zo, and d are simultaneously optimized by trial and error 
through curve fitting of the measured velocity profile. The parameter values are 
selected based on the results that best fit the statistical sense, the so-called “three-
parameter fitting” (e.g., Antonia and Luxton [16], Theurer et al. [17]). Although 
this method has been successfully applied to determine u* in a smooth wall 
boundary layer, their application to rough wall layer may yield rather inaccurate 
values of those three parameters. 

In the second approach, zo and d are estimated using non-linear least squares 
method based on the logarithmic law. This method is called “two-parameter fitting” 
(e.g., Cook [3], Iyengar and Farell [4], Cheng and Castro [5], Kanda et al. [18], 
Coceal et al. [19], Cheng et al. [7], Jiang et al. [20], Salizzonni et al. [6], Hagishima 
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et al. [14]), of which the value of u* is separately obtained by one of the methods 
mentioned before. The fundamental approach of two-parameter fitting involves the 
determination of zo and d by fitting the measured mean velocity profile near the 
ground surface to the logarithmic law (Cook et al. [3]). Then, the values of these 
two parameters are compared with those of other studies.  

The third approach estimates zo and u* directly using log-law equation based 
on the data of mean streamwise velocity and Reynolds stress at a measurement 
point within the inertial sub-layer using the value of d predicted by Macdonald’s 
simple method (e.g., Kanda and Moriizumi [21], Tomas et al. [22]). 

In the fourth approach, d is derived from the measured pressure drag 
distribution using Jackson’s theory [23] and z0 is estimated using the log-law 
equation. Jackson [23] theorized the physical meaning of d as the centre height of 
the moment of drag force acting on a rough surface. Based on this theory, d is 
calculated from experimental measurement of pressure drag. Hence, the “one-
parameter fitting” method was introduced and adopted by Leonardi et al. [24] and 
Cheng et al. [7]. In this study, the Jackson’s [23] definition of d is interpreted as a 
similar parameter with different notation which is Hc as mentioned earlier. One-
parameter fitting is also adopted by authors for comparison with other methods.  

Lastly, in the fifth approach, d is determined on the basis of Jackson’s theory 
using the highly precise data obtained by direct numerical simulation (DNS), where 
zo and von Karman’s constant κ are simultaneously estimated based on log-law 
profile (e.g., Leonardi and Castro [25]). According to Leonardi and Castro [25], the 
von Karman’s constant κ actually varies between 0.41 and 0.36 as λp increases. 

The availability of these different approaches has called for analytical 
comparison to determine which one would suit best for a particular case of study. 
Several simplified prediction methods of the parameters zo and d have been 
published based on theoretical and empirical approaches. Petersen [26] performed 
statistical comparison among seven different methods to estimate zo through the 
measurement of velocity profile based on wind tunnel experiment. The arrays 
comprised of cubes and were mixed of two cube sizes in a staggered layout for λp 
= 0.69% and irregular layout. Although the method of Lettau [27] was favoured 
against other methods, it was deduced that its applicability is restricted to 
moderately inhomogeneous roughness arrays. 

Macdonald et al. [28] and other researchers (Lettau [27], Counihan [29], 
Raupach [30], [31], Theurer [32], Kastner-Klein and Rotach [33]) introduced 
simple mathematical expressions to determined zo and d based on the frontal area 
density, λf and/or plan area density, λp. Basically, λf and λp are defined as the 
ratios of building frontal area to ground surface area and of building plan area to 
ground surface area, respectively. Bottema [34] showed that zo and d of cubical 
square and staggered arrays depend not only on λf but the layout pattern and 
streamwise building length are also influential parameters. Duijm [35] developed 
a mathematical equation to predict zo and d for non-uniform obstacles with frontal 
area densities λf = 0−0.5% by extending the method proposed by Bottema ([36], 
[37]). On the other hand, Kondo and Yamazawa [38] developed a simple method 
to determine zo for two cities in Japan without wind velocity measurement. They 
reported that zo is proportional to the average size of the roughness elements. De 
Bruin and Moore [39] used analytical method based on mass conservation law on 
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the logarithmic wind profile to derive zo and d for vegetation. They considered the 
existence of a transition layer above the vegetation therefore the measurement 
level was only needed to be within the inertial sub-layer. However, their approach 
could only be used for specified λf in sparse condition.  

In addition, Grimmond and Oke [40] reviewed a large number of related 
studies and compared their results with the datasets for 11 spots in seven North 
American sites. They recommended the methods presented by Macdonald et al. 
[28] and Bottema [34] because the former has the advantage of providing 
reasonable estimates across a wide range of surface densities whilst the latter has 
an added applicability to different spatial arrays. 

In light of prior work, the aim of this study is to determine the centre height of 
moment of drag force experimentally. The parameter d is determined by applying 
one-parameter fitting and two-parameter fitting and values from both methods are 
compared with each other and relevant available data from past researches. In 
Section 2, details of experimental set-up are described in terms of roughness 
arrays used and instrumentation for data measurement. In Section 3, experimental 
results are presented along with other data for comparison. The results are 
discussed based on what methods provide better estimates and justifications of 
data behaviour. Finally, in Section 4, significant results are summarized and 
conclusions based on this study are drawn. 

 

2.  Experimental Set-up   

2.1.  Wind tunnel device 

The experiments were carried out in a low-speed single-return wind tunnel with a 
working section of 1 m high × 8 m long, which was located at the laboratory of 
the Interdisciplinary Graduate School of Engineering Sciences, Kyushu 
University, Japan. A schematic diagram of the wind tunnel is shown in Fig. 1. 
The surrounding of the floating element area was covered with a roughness array 
of lengths 3 m in the windward direction and 0.35 m in the leeward direction. In 
the windward direction, the length of 3 m is equal to 120 times the height of 
block, which is sufficient for the development of equilibrium layer (Hagishima et 
al. [14]). In addition, Cheng and Castro [5] investigated the influence of fetch on 
the development of equilibrium layer and deduced that the fetch needs to be 
around 300 times roughness length in a condition of 5% difference in velocity. 
Regardless, this study adopted the same value used in Hagishima et al. [14]. 

 
 

Fig. 1. Schematic of Wind Tunnel Experimental Set-up. 
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2.2. Configuration of roughness array 

The schematic plan view of block arrays with layouts of staggered (hereafter 
ST1), square (hereafter SQ1), and diamond (hereafter D1) is shown in Fig. 2. All 
blocks are 25 mm cubes with sharp edges from which we assume H = 25 mm as a 
standard length scale. 

In this study, the measurement was carried out for three different packing 
densities of λp (7.7%, 17.4%, and 30.9%) for the arrays of ST1, SQ1, and D1. 
Table 1 shows the summarized details of the measured arrays.   

 

 
 

Fig. 2. Schematic Plan View of Roughness Elements with λλλλp = 7.7%.  
(Black circles indicate the measurement cubes of pressure drag. Crosses refer to the 

measurement points of spanwise velocity at heights of 3H, 8H, and 20H.) 

 

 

Table 1. Roughness Array Condition. 

Array Layout Remarks 

ST1 Staggered Cubical arrays (L ×××× L ×××× L), H = L 

SQ1 Square  

D1 Diamond Cubical 45°°°° rotated array with staggered array. 

     H is the height of cubes and L is the width of all cubes (L = 25 mm). 
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2.3. Measurement items and instrument 

To perform pressure drag measurements, a wooden cube was swapped with the 
one that was fitted with 25 pressure tappings on its vertical face as shown in Figs. 
3 and 4. These tappings were then connected to a 16-port pressure scanner 
(Scanivalve, DSA 3217) by tubes. The digitized signal from the scanner was 
transmitted to a computer that was installed with DSA 3000 software for data 
analysis. The wind pressure coefficient was obtained from the differential of 
pressures on the windward and leeward walls. These two values were obtained 
from the two different settings installed on the tapping block.  

A Pitot-static tube connected to the pressure scanner aforementioned was used to 
record reference flow speed at 20H; the static pressure was used as the reference 
pressure for the wall pressure measurement. The pressure measurement was 
performed after a warm-up period of about one hour and calibration was done at zero 
pressure. The sampling frequency and sampling time at each measurement point were 
200 Hz and 50 s respectively. The authors did the pressure drag measurement three 
times for each tapping and used the average values in the following analysis.  

The pressure drag acting on individual cubes was approximated as an 
ensemble average of cubes located in the spanwise direction as shown in Fig. 2 in 
order to obtain the accurate representative value of the array. All measurements 
described here were carried out in a freestream velocity of about 8 ms-1. The wind 
pressure coefficient on a wall of a cube is defined as: 

2
2
1

ref

bf
p

U

PP
C

ρ

−
=                                                                                                        (4) 

where Pf and Pb are the pressure on the front and back faces respectively; Uref 
is the reference mean speed at a height of z; and ρ is the density of air. 

To clarify the spanwise large scale fluctuation of mean velocity in the wind 
tunnel, the authors performed another experiment of mean wind speed at 3H, 8H, 
and 20H using a split-film anemometry in the previous study (Zaki et al. [41]). 
The results obtained show consistency between the variations in the pressure drag 
and the velocity. Furthermore, similarly to the results of Reynolds et al. [42], the 
amplitude of the fluctuation in the pressure drag matches with that in the velocity 
(Zaki et al. [41]). Needless to say, both experiments were conducted on a fully 
rough surface with roughness Reynolds number Re* of greater than 5 which is 
preferable for insignificant viscous effects (Snyder and Castro [43]).       

                         
 

      Fig. 3. The Pressure Tap Cube           Fig. 4. Pressure Tapping  

 Having 25 Pressure Tapping Points.      Distribution on the Cube. 



184     S. A. Zaki et al. 

 

 
 
Journal of Engineering Science and Technology                 April 2014, Vol. 9(2) 

 

2.4. Distribution of pressure drag on walls 

The pressure drag measurement (Cheng et al. [7] and Zaki et al. [44]) can be          
used to derive the centre of height of the moment of drag force Hc using the 
following expressions: 

P

M
H c

∆
=                                                                                                               (5) 

( )
n

zPP

M

n

i
ibifi∑ −

= =1                                                                                               (6) 
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n

i
bifi∑ −

=∆ =1                                                                                                 (7) 

where M is the average of the moment; P∆ is the average of the pressure 
difference; Pfi and Pbi are the pressures on the front and back faces of a pressure 
tapping i, respectively; zi is the height of pressure tapping i; and n is the total 
number of pressure tapings on the cube. 

In our preceding study (Hagishima et al. [14]), zo and d were estimated based 
on the log-law fitting (hereafter, we refer to this method as the “two-parameter 
fitting”). In the present study, based on the assumption that Hc is equal to d 
(hereafter the one-parameter fitting), zo is recalculated using the nonlinear least-
squares method. zo is optimized by satisfying the minimum sum of error of mean 
wind speed E which is determined as follows: 
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where Ui is the measured wind speed at height zi; zb and zt are the respective 
lowest and highest levels for the mean wind measurement from the selected region  
between 1.5H to 7H, which are used for the determination of parameters. This 
procedure is similar to that used by Cheng et al. [7] and Hagishima et al. [14].  

 

3.  Result and Discussion 

3.1. Streamwise velocity profiles 

Figure 5 shows the comparison of wind profiles between measured and estimated 
results for staggered, square, and diamond arrays. It is shown in the plots that the 
estimated log-law lines fit the experimental data through the roughness sub-layer 
and inertial sub-layer. For the staggered array, the value of one-parameter fitting 
that is Hc as the displacement height shows better fitting whereas for square and 
diamond arrays, the value of two-parameter fitting is more accurate. Staggered 
arrays are somehow more aerodynamically rough than square or diamond arrays 
so the more suitable approximation of its velocity profile would be the one-
parameter fitting that incorporates the measurement of pressure drag which is an 
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important parameter due to its more drag-inducing condition according to Cheng 
and Castro [5]. 

 

 

 
Fig. 5. Fitted Log-law Profiles for Staggered, Square, and Diamond Array. 

 

3.2. Centre height of the moment of drag force and roughness length 

The estimated Hc and zo normalized by block height H are shown in Fig. 6. The 
displacement height presented by Hagishima et al. [14] is plotted as a reference, 
while the previous work from Macdonald et al. [28], Kanda et al. [21], Cheng et 
al. [7], and Leonardi and Castro [25] are also shown for comparison.  

(a) 

(e) (f) 

(b) 

(c) (d) 
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The estimated Hc/H values for staggered and square arrays are significantly 
lower than d/H, except for the lowest packing density. This is particularly due to 
the higher pressure difference at low roughness density than at high roughness 
density which is understandably caused by less interference effects; subsequently, 
this leads to high Hc value. This behaviour is consistent with the results of cubical 
staggered array using large-eddy simulation (LES) reported by Leonardi and 
Castro [25]. A similar trend is also found by Kanda et al. [18] for square array and 
Cheng et al. [7] for aligned and staggered arrays with various packing densities. 
However, the trend of the curve of λp−Hc/H is slightly different from the well-
known prediction by Macdonald et al. [28], which exhibits a convex increase of d. 

The inconsistencies observed between the theoretical prediction made by 
Macdonald et al. [28], present data, and previously available data showed d and 
Hc somehow are not similar in their physical meaning. Although at high packing 
density, i.e., 40% the values of Hc/H from the present study and d/H from the 
prediction by Macdonald et al. [28] for square array showed slight agreement, but 
the rest of the results do not follow this trend. 

This disagreement between data has been explained in previous literatures. 
Kanda et al. [18] and Leonardi et al. [24] reported that the centre at which the 
form drag acts Hc does not coincide with the displacement height obtained by the 
two-parameter fitting method due to the existence of the recirculation regime 
within the canopy layer. In addition, Leonardi and Castro [25] supported 
Jackson’s theory and pointed out that the seeming discrepancy between Hc and d 
is caused by the fact that the von Karman’s coefficient is not universal, but varies 
with λp due to the flow characteristics around blocks. 

The zo/H values of the three arrays based on one-parameter fitting are 
slightly larger than the data derived by two-parameter fitting (Hagishima et al. 
[14]) when λp ≥ 31%. This observation is attributed to the lower corresponding 
value of displacement height at high packing density which eventually 
contributes to the increase of roughness length. The results are consistent with 
the results of the staggered and aligned arrays for λp = 25% presented by Cheng 
et al. [7]. The discrepancy of zo/H for the staggered and diamond arrays 
between one-parameter and two-parameter fittings is relatively high for λp = 
7.7%. In contrast, the discrepancy of the two methods of staggered array for λp 
= 6.25% reported by Cheng et al. [7] is extremely low. This result might be due 
to the insufficient measurement points of wind speed to obtain a spatially 
averaged profile under the condition of sparse density. Therefore, for next 
experimental studies, the number of measurement points should be increased 
for more accurate spatial averaging of wind speed.  

According to the report by Leonardi and Castro [25], not only the directly measured 
Hc, but also modification of von Karman’s coefficient resulted in a good log-law fitting. 
Considering the present result, it is necessary to improve the measurement method of 
mean wind distribution for further experimental determination of zo of various types of 
arrays, to obtain a more precise spatially averaged profile. 

In Fig. 6. ST1 (Ha) and SQ1 (Ha) refer to the value for staggered and square 
cubical arrays (Hagishima et al. [14]). ST1 (Cheng) and AL1 (Cheng) refer to the 
estimation by Cheng et al. [7] for staggered and aligned cubical array. ST1 (Ma) 
refers to the previous work by Macdonald et al. [28] with prediction by semi-
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empirical method. SQ1 (Kanda) refers to the estimation by Kanda et al. [18] for 
cubical square array based on logarithmic fitting using the results of LES. ST1 
(L&C) denotes the LES method adopted by Leonardi and Castro [25]. 

 

 
Fig. 6. Aerodynamic Parameters Estimated from the Height                                   

of Centre of Drag, Hc, for Regular Arrays with Different λλλλp.  
 

4.  Conclusions 

A series of wind tunnel experiments was performed using rectangular blocks 
arrays arranged in staggered, square, and diamond layouts with various roughness 
packing densities to measure the spatial distribution of the wind pressure 
coefficient (Cp) acting on the walls of blocks.  

The authors derived the height of a centroid of pressure drag Hc for each array and 
recalculated zo using one-parameter fitting by assuming that Hc is identical to 
displacement height d. The slope of Hc/H versus λp plotted for the three arrays slightly 
increases when λp is less than 39.1%. Notably, this trend is different from the convex-
increasing trend reported by Macdonald et al. [28]. On the other hand, the estimated 
Hc/H values for the staggered and square arrays are significantly lower than d/H, except 
for the lowest packing density; and such trend is consistent with that observed in 
previous studies (Leonardi and Castro [25] and Cheng et al. [7]). This explains the 
pressure difference on the walls of blocks is higher in sparse arrays due to less 
interference effect as opposed to dense arrays of which Hc values were measured lower.   

In addition, the authors compared the estimated Hc and zo with our previous 
data (Hagishima et al. [14]), which is based on the simultaneous log-law fitting of 
z0 and d or two-parameter fitting. The fact that the zo/H values of the three arrays 
based on one-parameter fitting are slightly larger than the data derived by two-
parameter fitting for λp ≥ 31% is most likely caused by lower value of 
displacement height with one-parameter fitting at high packing density which 
eventually contributes to the increase of roughness length. Moreover, this could 
also explain the linear relationship between packing density and roughness length.    

In this study, both fitting methods yield a deviating yet comparable set of data. 
In terms of understanding the physical meaning of d, at a range of low packing 
density, Hc could be computed as d. Still, the parameterization of zo seems to 
yield reasonable results mainly due to the direct measurement of u* and Hc of 
which its physical meaning is defined unlike d which is a fitting parameter in the 

(a) (b) 
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two-parameter fitting method. Nevertheless, the present results suggest that both 
accurate measurements of spatially averaged wind profile and direct measurement 
of Hc are useful for further experimental determination of the roughness length 
and displacement height of an array.  
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