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ABSTRACT 

 

 

 

 

Live casting applications have become a popular trend in the evolution of the 

Internet. The increasing number of clients worldwide has made the conventional point-

to-point client-server delivery method obsolete in supporting these applications. Point-

to-point delivery uses unicast transmission which consumes high bandwidth as 

multiple duplicated streams are transmitted to clients who request for the same content. 

An increasing number of clients are translated directly into an increase of server 

workload and server network traffic. Because of that, end users suffered from bad 

quality of experience. In this research, Dynamic Mobile Server (DMS), a generic end-

user platform of delivery mechanism has been developed to address these problems. 

This platform is designed to support multiple live casting applications compared to 

current infrastructure Content Delivery Network (CDN) and Peer to Peer (P2P) which 

only support live video streaming application. This mechanism consists of a web 

application system (application layer approach) which also involves server mobility 

and traffic redirection concept. Duplicated connections are minimized by confining 

the traffic in Local Area Network (LAN). In order to guarantee the scalability of the 

system, DMS uses IP multicast to stream the video in LAN. Compared to the 

conventional point-to-point delivery, proof-of-concept implementation (prototype) 

experiment results show that DMS double the bandwidth availability, and maintains 

excellent video quality with Peak Signal to Noise Ratio (PSNR) more than 80. Despite 

of the congested traffic in the network, DMS had proofed to maintain the average start-

up latency to only one second.  
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ABSTRAK 

 

 

  

 

Aplikasi aliran secara langsung di dalam internet telah menjadi popular sejak 

perkembangan yang berlaku terhadap internet. Peningkatan jumlah pengguna aplikasi 

ini seluruh dunia telah menyebabkan teknik penghantaran titik ke titik pelayan-klien 

tidak sesuai lagi. Penghantaran titik ke titik menggunakan teknik penghantaran unikas. 

Jadi ia menggunakan jumlah jalur lebar yang tinggi kerana banyak penghantaran 

diduplikasikan untuk melayan semua pengguna yang meminta kandungan yang sama. 

Di tahap jumlah pengguna yang terlalu tinggi, beban kerja bagi pelayan menjadi sangat 

tinggi di samping boleh menyebabkan kesesakan di dalam rangkaian pelayan. Oleh 

kerana itu, pengguna menanggung akibat kualiti penghantaran yang buruk. Di dalam 

penyelidikan ini, Pelayan Bergerak Dinamik (DMS), satu landasan penghantaran yang 

generik telah dibangunkan untuk mengatasi masalah-masalah ini. Secara ideal, 

landasan ini mampu menyokong pelbagai applikasi aliran secara langsung jika 

dibandingkan dengan infrastruktur yang ada sekarang seperti Rangkaian Penghantaran 

Kandungan (CDN) dan penghantaran Rakan kepada Rakan (P2P) yang hanya 

menyokong aplikasi aliran video secara langsung sahaja. Mekanisma penghantaran ini 

terdiri daripada sistem aplikasi web yang juga menggunakan konsep pelayan mampu 

bergerak and juga konsep penukaran arah trafik. Sambungan yang diduplikasikan telah 

dikurangkan dengan menumpukan trafik di dalam Rangkaian Kawasan Setempat 

(LAN). Multikas di dalam LAN telah digunakan untuk menjamin kebolehan untuk 

diskalakan bagi sistem ini. Jika dibandingkan dengan teknik penghantaran titik ke titik, 

prototaip menunjukkan prestasi DMS adalah dua kali lebih baik dari segi kadar 

penggunaan jalur lebar dan mengekalkan kualiti video yang sangat baik dengan nilai 

Isyarat Puncak kepada Nisbah Bunyi (PSNR) lebih 80. Walaupun dalam keadaan 

rangkaian yang sesak, DMS telah membuktikan bahawa kadar purata kelewatan 

permulaan dikekalkan pada satu saat sahaja. 
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

1.1 Background 

 

 

Web application development has moved towards developing rich web 

application which consists of a mixture of dynamic and static content [1]. Dynamic 

content such as live casting applications have become more popular among the Internet 

users. Live casting application however is not limited to just live video streaming of 

an event such as a live concerts or football matches. It could further include video 

conferencing, Voice over IP (VoIP) or even a stock trading application.   Although 

these contents are making the Internet world more attractive, these real-time contents 

consume high network bandwidth which may cause network bottleneck in certain part 

of the network. As a result, the end user experience cannot be maintained at a certain 

performance threshold. 

  

 

This situation is worsened by the emerging trend of mobile Internet. 

Surprisingly, mobile Internet is ramping faster than desktop Internet. This is due to 

smartphone usage that has increased rapidly. Based on data collected by Nielsen 

Malaysia, it is predicted that the growth of tablets and smartphones market in Malaysia 

had reached up to 75% and 89% respectively in 2012 [2]. This trend can be a burden 

in terms of network bandwidth consumption according to Joel Brand, Vice President 

of Product Management of Bytemobile. Bytemobile research shows that 5% of mobile 

data users generate approximately 75% of the data traffic [3]. 
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From the Internet Service Provider (ISP) point of view, this kind of Internet 

behaviour is very costly due to high amount of traffic going through the international 

gateways1. Nowadays web hosting has moved towards cloud infrastructure2 [4], where 

the distance between client and server is increased since most cloud infrastructure is 

located overseas. Thus this requires higher cost as the traffic pass through more 

international gateways. This scenario is proven as reported in Malaysia National Key 

Economic Area (NKEA) which stated that 80% to 90% contents accessed on the 

Internet in Malaysia are originating from the a remote server cloud overseas over a 

long distance network [5]. 

 

 

 

  

1.2 Problem Statement 

 

 

Live casting events usually attract people around the world. Moreover, the 

Internet has become one of the medium to view such live events. Traditionally, this 

live casting application on the Internet is delivered using conventional point-to-point 

method as shown in Figure 1.1.  

 

 

                                                 
1 International gateways in this thesis is referring to the network interconnection points beyond the 

local Internet Service Provider (ISP) backbone 
2 Cloud infrastructure is referring to the remote servers that are provided as a service 
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INTERNET

Server Side
Content Source

Network 1

Network 2

 
 

Figure 1.1: Conventional Point-to-Point Delivery Method 

 

 

Given the usage of live casting application on the Internet has increased 

rapidly, conventional point-to-point delivery method which used unicast transmission 

has incurred some problems. These problems need to be addressed in order to enable 

the application to sustain the growth of the Internet users. The identified problems are 

given as follows: 

 

 

 The number of streams of the same content3 delivered by the same source 

through the Internet is equal to the numbers of users that are accessing that 

content. Since those streams are the same type of content, unnecessary 

duplicated connections are established to deliver the content.  

 This duplicated connections obviously wasting the bandwidth available on the 

Internet. Higher numbers of Internet users along with other network activities 

will cause bottlenecks on the server and client network. This may cause the 

quality experience of the users degraded significantly. 

                                                 
3 Content: Live casting content can be either video, audio or data 

Content Server 
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 In the view of Internet Service Provider (ISP), these duplicated connections 

contribute to high amount of traffic passing through the international gateways. 

Assuming that the content server4 has been deployed in the cloud infrastructure 

overseas, the distance between the users and the content server increased. Thus 

more international gateways are involved. The cost to sustain these traffics will 

increase. 

 High numbers of users mean higher workload on the content server. Hence, 

more servers have to be deployed in order to support the increasing numbers 

of users with acceptable performance. 

 

 

 

 

1.3 Objectives 

 

 

The objectives of this research are: 

 

 To develop a delivery platform of real time application for enterprise usage at 

the application layer - without interrupting current network infrastructure on 

the internet.  

 To develop an agent that is able to manage the users and confines the traffic 

locally in orders to shorten connection distance and reduce duplicated 

connections through the internet. 

 To implement a prototype as proof of concept using live video streaming 

scenario with performance evaluation. 

 

 

 

 

1.4 Scope 

 

 

The scope of this research is within a web-based live casting application 

platform or framework that uses live video streaming as the selected application or 

scenario. The delivery mechanism of the system combines IP unicast and IP multicast. 

                                                 
4 Content Server: Server which streams out the content in real-time 
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It also makes use of traffic redirection concept and server virtualization concept at the 

application level. The system is able to work in both wired and wireless environments 

at the client-side over a wireless access point. A prototype has been developed and 

evaluated in a laboratory environment. 

 

 

   

 

1.4 Research Contributions 

 

 

This research has been conducted to provide a platform for live casting 

applications where its delivery is more reliable compared to the conventional point-to-

point delivery. It is also proven that the problems mentioned in Section 1.2 can be 

addressed by using a locally centralized solution, compared to existing decentralized 

peer- to-peer approach. More details of the contributions are mentioned as follows: 

 

 

 Duplicated connections and bandwidth consumption of the link between the 

client and the server have successfully been reduced compared to the 

conventional point-to-point delivery method. Thus, it has the potential to be 

practically applied with the aim of reducing the traffic cost passing through the 

international gateways. 

 User friendly application has been successfully developed using the server 

virtualization concept. This is because the system become generic thus various 

kinds of real-time application can be deployed into the system without 

requiring additional hardware and maintenance.  

 Seamless switching between two different video sources at application level 

has been successfully deployed. Thus, the switching does not affecting the user 

experience.  

 Proof of concept testbed for delivering live video casting has been successfully 

developed where the experimental results show that the user experience has 

been improved in a congested network compared to conventional point-to-

point delivery method. 
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1.5 Thesis Organization 

 

 

This thesis is organized as follows; 

 

 

Chapter 2 discusses on literature review of the research. This includes the 

fundamental information related to live casting application such as real time IP 

protocol, cloud computing and data transmission method, and also the basic concepts 

of the approaches that have been opted in this research such as server mobility and 

server virtualization. Other than that, this chapter discusses on the closest related works 

that have been done previously which is more on the existing infrastructures. 

 

 

Chapter 3 explains on the methodology of the research. First it explains on the 

first phase of the research which is designing the proposed solution which includes the 

architecture, the approaches that has been used to develop the system and the 

workflows of the system. Then, this chapter focuses on the second phases where the 

designs are then translated into a prototype as the implementation. 

 

 

Chapter 4 discusses on the results of the experiments that have been conducted. 

The experiments are divided into two parts. The first part is the validation experiments 

while the second part is the performance benchmarking experiment. 

 

 

The conclusion of the research with some recommendations and future works 

has been discussed in Chapter 5. 
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