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ABSTRACT 

 

 

 

 

Network Intrusion Detection System (NIDS) is a network security system 

designed and built to detect malicious packets by monitoring the incoming and 

outgoing network packets. The computer network speed has now reached Gigabit per 

second (Gbps) due to rapid development of network hardware technologies. This 

project proposes a Graphics Processing Unit (GPU) based NIDS with Bloom Filter 

pattern matching algorithm. Bloom Filter is a set of data structures to determine if a 

given piece of data belongs to a set and it is widely used for the pattern matching 

applications. The system developed is able to support network packets with TCP, 

UDP and ICMP protocols. The developed system is simulated with Snort NIDS 

ruleset version 2.9. Experimental results indicate that the throughput achieved is 3.6 

Gbps with a false positive probability of 3.04 x 10
-8

. 
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ABSTRAK 

 

 

 

 

Sistem Pengesan Pencerobohan Rangkaian (NIDS) adalah satu sistem 

keselamatan yang direkabentuk and dibina untuk mengesan paket rangkaian yang 

berbahaya dengan memantau paket rangkaian keluar dan masuk yang mencurigakan. 

Perkembangan pesat teknologi perkakasan rangkaian telah membantu meningkatkan 

kelajuan rangkaian komputer yang kini telah mencapai Gigabit sesaat (Gbps). Projek 

ini mencadangkan satu Sistem Pengesan Pencerobohan Rangkaian dengan 

algorithma pengesan corak penapisan Bloom dengan menggunakan Kad 

Pemprosesan Grafik (GPU). Pengesan corak Penapisan Bloom adalah satu set 

struktur data yang dibina untuk menentukan sama ada data yang diberikan adalah 

data yang terkandung dalam set tersebut atau sebaliknya.  Sistem yang dibangunkan 

dalam projek ini mampu menerima paket rangkaian berdasarkan protokol TCP, UDP 

dan ICMP. Satu simulasi ke atas sistem yang dibangunkan dalam projek ini 

dijalankan dengan menggunakan peraturan Snort versi 2.9. Keputusan eksperimen 

menunjukan bahawa masa pemprosesan yang dicapai adalah 3.6 Gbps dengan 

kebarangkalian positif palsu 3.04 x 10
-8

.  
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Internet is a world-wide computer network, which is a network that 

interconnects millions of computing devices around the world. Each device in a 

computer network is assigned to one Internet Protocol (IP) address to enable the 

sending and receiving of information within the Internet.  

 

Network Intrusion Detection System (NIDS) is one of the network security 

systems built to detect malicious packets by monitoring the incoming and outgoing 

network packets [1]. The computer network speed has now reach Gigabit per second 

(Gb/s) due to rapid development of network hardware technologies. This poses a 

huge amount of challenge to NIDS, which must be able to handle the higher network 

traffic and also must be able to perform complicated packet processing.  

 

In this project, the purpose is to design and develop a signature based 

Network Intrusion Detection System with the Graphics Processor Unit (GPU). The 

GPU is chosen over other computer hardware such as Field Programmable Gate 

Array (FPGA), Network Processor and General Purpose Processor (CPU) for the 

implementation of NIDS due to high computation power, parallel processing 

capabilities and has a lower design cost [1]. The increased programmability of the 

GPU also is more flexible than FPGAs with the introduction of General Purpose 

Computation on Graphics Processing Units (GPGPU).  

 

Bloom filter pattern matching algorithm is chosen to implement this signature 

based NIDS with GPU.  The GPU hardware chosen in this project is GeForce GT 
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640M LE manufactured by NVIDIA Corporation. The system will be designed and 

developed using Compute Unified Device Architecture (CUDA) Software 

Development Kit (SDK) released by NVIDIA Corporation. The functionality and the 

performance of the system will be evaluated in terms of packet processing 

throughput and false positive rates. 

1.2 Problem Statement and Motivation 

Network speed and bandwidth have increased dramatically over the past few 

years, thanks to the rapid development of the computer network hardware 

technologies [1]. The future of network security devices must be able to responsed 

fast at wire speed.  

 

The computing industry has been concentrating on parallel computing in the 

past few years. NVIDIA Corporation introduced a parallel programming framework 

known as Compute Unified Device Architecture (CUDA) for its GPU in the year 

2006 [2] and this overcame the limitation of the traditional Central Processing Unit 

(CPU) in parallel computing. A GPU offers high performance throughput with little 

overhead between the threads. Data parallelism in an application can be achieved 

through parallel computing and this provides an opportunity for data processing to be 

completed in less time and also increase the computational power.  

 

In addition to that, the design cost on the GPU is lower compared to FPGA 

and ASIC such as Network Processors as it is available in almost every computer 

nowadays.  It is also reported that the computational speed of the GPU is faster if 

compared to FPGA and ASIC due to rapid development of the multi-core hardware 

design [1].  

 

This project is motivated by the need to increase the speed, performance and 

the efficiency of the pattern matching algorithm used in NIDS to detect an attack. It 

is reported that in a typical NIDS system, the pattern matching detection engine to 

detect an attack alone occupies about 75% of the CPU processing time [1]. This 

shows that pattern matching is a computational intensive process and this will affect 
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the overall performance of the system and there is a need to improve overall system 

performance. Bloom Filter pattern matching algorithm is chosen as the main 

algorithm for NIDS threat detection engine design. There is also design challenges in 

converting the conventional serial Bloom Filter processing in a serial method to a 

parallel processing method with GPU.   

 

1.3 Aim and Objectives 

The aim of this project is to design and develop a NIDS based on Bloom filter 

algorithm with NVIDIA based GPU. The objectives are:  

 

a) To achieve a high performance GPU based NIDS  

b) To achieve a novel parallel implementation of Bloom Filter algorithm for 

NIDS based on GPU 

c) To evaluate the functionality and performance of the system in terms of 

packet processing time and false positive rates  

1.4 Project Scope 

The scope of this project is to design and develop a GPU based NIDS with 

NVIDIA GeForce GT 640M LE by using CUDA SDK. 

  

IPv4 TCP, UDP and ICMP protocol sample network packets with some 

random attack signature will be then generated on the local host with Nemesis 

version 1.4.1 software to evaluate the functionality and the performance of the build 

model. The attack signature database to detect an attack will be based on Snort rules 

set version 2.9 and above.  

 

The functionality and the performance of the build model will be evaluated 

based on the packet processing throughput time and also the false positive rates.  
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1.5 Thesis Organization 

This thesis is organized as follows. Chapter 2 contains the Literature Review 

of the project and the basic concept required in understanding this project. This 

includes the overview of the Intrusion Detection System, overview of Snort – an 

open source Network Intrusion Detection System, overview of Graphics Processing 

Unit and also an overview of Bloom Filter. The work related to GPU based pattern 

matching algorithm and Bloom Filter based pattern matching algorithm for NIDS are 

also discussed in this chapter.  

 

Chapter 3 defines the Methodology of this project and the steps on how the 

proposed signature based NIDS with GPU was designed and developed. This chapter 

also discusses about the software and hardware requirements for this project and the 

methodologies on how the overall developed system’s functionality and the 

performance will be evaluated.  

 

Chapter 4 presents the Results and Discussion. This chapter presents the 

performance evaluation results of the complete system. This chapter also presents the 

comparison of this work with the previous work.  

 

Chapter 5 presents the conclusion chapter and this chapter discussed on the 

overall results of the implementation, problem faced and suggestions for future work.  
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