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ABSTRACT 

 

 

 

 

 Lyapunov stability theorem has made an important contribution in the world 

of control engineering.  The Lyapunov theory provides a connection between the 

presence of a control Lyapunov function and the stability of a control system.  This 

research presents a novel approach to construct control Lyapunov function named 

Intelligent Control Lyapunov Function (ICLF) to test the stability of single input 

single output (SISO) nonlinear dynamic system using Artificial Neural Network 

(ANN).  The proposed approach is considered the error signal in SISO nonlinear 

dynamic system as an input signal to Intelligent Control Lyapunov Function (ANN 

model) to determine the stability of the control system by training the ANN model 

using target signal.  However, the proposed target function is satisfied the stability 

conditions of second method of the Lyapunov stability theory [Control Lyapunov 

Function V(x)].  The novel trained model (ICLF) shows the unique characteristics of 

Artificial Neural Networks in adapting itself to nonlinear dynamic system changes.   

The Intelligent Control Lyapunov Function has proven that the existence of smooth 

uniform control Lyapunov function is a condition for satisfying the robustness and 

stability of a nonlinear dynamic system. 
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ABSTRAK 

 

 

 

 

 Kestabilan teori Lyapunov telah memberikan sumbangan yang amat penting 

dalam dunia kejuruteraan kawalan.  Teori Lyapunov telah mengait rapat hubungan 

antara kehadiran persamaan kawalan Lyapunov dan kestabilan sistem kawalan.  

Kajian ini membentangkan satu pendekatan yang baru dalam membina persamaan 

kawalan Lyapunov yang dinamakan sebagai Persamaan Kawalan Lyapunov Pintar ( 

ICLF ) untuk menguji kestabilan output tunggal input tunggal sistem dinamik SISO 

tidak linear dengan menggunakan Rangkaian Neural Buatan (ANN).  Pedekatan yang 

disyorkan dengan menggunakan isyarat kesilapan dalam sistem dinamik SISP tidak 

linear sebagai isyarat masukan kepada Persamaan Kawalan Lyapunov Pintar (Model 

ANN) untuk menentukan kestabilan sistem kawalan dengan melatih model ANN 

dengan menggunakan isyarat sasaran.  Walau bagaimanapun, persamaan sasaran 

kaedah kedua yang dicadangkan itu telah memenuhi syarat-syarat kestabilan bagi 

teori kestabilan Lyapunov.  Model terlatih novel (ICLF) telah menunjukkan ciri-ciri 

yang unik untuk Rangkaian Neural Buatan dalam menyesuaikan diri dengan 

perubahan sistem dinamik yang tidak linear.  Persamaan Kawalan Lyapunov Pintar 

telah membuktikan bahawa kewujudan lancar kawalan seragam Persamaan 

Lyapunov adalah signal untuk memuaskan kemantapan dan kestabilan sistem 

dinamik tidak linear. 
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

1.1 Introduction to the Lyapunov Theorem 

 

 

 Lyapunov stability theorem is an important invention in the world of control 

engineering.  The Lyapunov theory provides a connection between the presence of a 

Lyapunov function and the stability of a control system.  For example, to explain the 

principle of Lyapunov theory, consider a ball on a surface (illustrated system), as 

shown in Figure 1.1, where positions A, B, C, D, and E are equilibrium points.  

Stability in the sense of Lyapunov can be defined as follows: if a small disturbance 

would cause the ball to diverge from its initial equilibrium position, then A and D are 

the only stable positions based on the concept of energy and dissipative systems. 

 

 

 

Figure 1.1 Illustrated system. 
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 If a system has no input and the system energy is always decreasing, the 

system is said to be stable; otherwise, as the system energy increases, the system 

becomes unstable.  The following diagram illustrates the techniques of the Lyapunov 

stability theory. 

 

 

 

Figure 1.2 Methods of the Lyapunov Theory. 

 

 

 Unforced mass-damper-spring system is considered to explain how to derive 

the Lyapunov function: 
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Figure 1.3 Unforced mass-damper-spring system. 

 

 

 The dynamic equation is: 

 

  ̈    ̇        (1.1) 

  

where:  

m- cart mass  

b- damping constant   

k- spring stiffness constant  

 

 

 The state-space model is: 

 

[
 ̇
 ̈
] = [

  
  

 

  

 

] [
 
 ̇
] (1.2) 

 

 

 Consider the energy function of the system equal to: 

 

 (   ̇)           (   ̇) +           (   ̇)   
 

 
(  ̇     ) (1.3) 
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 The derivative of energy function over time will be equal to: 

 

 ̇(   ̇)  
 

  
[
 

 
(  ̇     )]    ̇ ̈     ̇     ̇  (1.4) 

 

 

 In the evaluation of changes in energy along the trajectory, if b>0, then the 

value of  ̇(   ̇) will be non-positive, and will only be zero when  ̇    i.e. when the 

system is motionless.  V(   ̇) is known as a Lyapunov function.  If there exist a 

continuous differentiable function V(   ̇) and V(   ̇) satisfies the following 

conditions: 

 

 (  )      

  

 ( )           (positive definite) 

 

then: 
 

     ̇( )         The system is stable. 

  

    ̇( )            The system is asymptotically stable. 

  

    ̇( )           The system is unstable. 

 

 

 Because of the importance of control Lyapunov function in the examination 

of stability problems, many researchers have studied different methods to construct 

control Lyapunov function for different kinds of systems in various scientific fields.  

However, most of them use traditional mathematical approaches by applying many 

difficult mathematical theories with special assumptions.  In this research, a new 

concept to construct the control Lyapunov function using Artificial Neural Networks 

has been applied, as Artificial Neural Networks contain unique characteristics. 
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1.2 Problem Statement  

 

 

 In control theory, a control Lyapunov function   (     ) is a generalization 

of the concept of Lyapunov function  ( ) used in stability analysis.  The ordinary 

Lyapunov function is used to test whether a nonlinear dynamic system is stable or 

not.  However traditional approaches to the construction of control Lyapunov 

function are very difficult and are comprised of mathematical complexities with 

more analytical assumptions.  Therefore Artificial Neural Networks are used in the 

construction of control Lyapunov function.  

 

 

 Artificial Neural Networks possess unique characteristics which enable them 

to cope and adapt efficiently and accurately to nonlinear dynamic system changes.  

At the same time, Artificial Neural Networks create the possibility of overcoming all 

the complexities of the mathematical theories in traditional construction techniques.  

A novel technique like an Intelligent Construction of Control Lyapunov Function 

guarantees the stability and robustness of a nonlinear dynamic system. 

 

 

 

 

1.3 Project Objectives 

 

 

 Two objectives need to be carried out in this project. 

 

1) To invent a novel approach to construct a control Lyapunov function by 

Artificial Neural Networks known as Intelligent Control Lyapunov 

Function (ICLF) used for testing the stability of nonlinear dynamic 

systems. 

 

2) To simulate the new approach model (ICLF) using Matlab program and to 

validate the results. 
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1.4 Project Scopes 

 

 

 In order to ensure that this project is accomplished within the boundary, five 

major topics are itemized: 

 

1) A nonlinear dynamic system is selected arbitrarily (any nonlinear 

system). 

2) PID controller is designed for the nominated nonlinear dynamic system. 

3) The whole control system is simulated to obtain the input-output training 

pattern for designed Artificial Neural Network model (ICLF). 

4) The designed Artificial Neural Network model (Intelligent Control 

Lyapunov Function) is applied to the nonlinear dynamic system. 

5) Stability and Robustness are tested by introducing measurement noise. 

 

 

 

 

1.5 A Glance for Chapter 2 

 

 

 In Chapter 2 (literature review), first, different methods to construct a control 

Lyapunov function for various types of systems will be investigated.  Second, the 

principles of Artificial Neural Networks, and the unique characteristics of these 

networks and how they apply will be explored and studied.  Finally, a large number 

of Artificial Neural Networks applications will be explored. 
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