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ABSTRACT 

 

 

During the past several decades, a considerable amount of studies have been 

carried out on time series and in particular the Box-Jenkins (BJ) method.  As with all 

techniques of statistical analysis, the conclusions of time series analysis are critically 

dependent on the assumptions underlying the analysis and BJ is a commonly used 

forecasting method that can yield highly accurate forecasts for certain types of 

data.  Genetic Algorithm (GA) is a heuristic method of optimization.  This study 

presents the study on developing an extrapolative BJ model with the use of GA 

method to produce forecasting models using time series data.  BJ method has a cycle 

of four phases, the data transformation phase for model identification, parameter 

estimation, model diagnostic checking or validation, and finally producing the 

forecast.  Although many researchers and practitioners have concentrated in the 

parameter estimation part of BJ model, the most crucial stage in building the model 

is in the data transformation and model identification where any false identification 

will lead to assuming a wrong model and will increase in the cost  of re-

identification.  Hence, using GA a subset of artificial intelligence methods was 

introduced into the process of BJ to solve the problem in the model identification and 

parameter estimation phase.  The data used in this study are the monthly data of 

international tourists arrival into Malaysia from 1990 to 2011.   This is a case study 

in the implementation of GA-BJ model.  The result from this study may be divided 

into two main parts, namely the result for the in-sample data (fitted model) and out-

sample data (forecast model).  The analysis shows that the out-sample values using 

GA-BJ model gives better forecast accuracy than the out-sample values for BJ 

model.  This shows that the combination of BJ and GA methods gives a more 

accurate model than using a single method for forecasting.  This study concludes that 

GA method can be an alternative way in identifying the right order of component in 

BJ model. 
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ABSTRAK 

 

 

Dalam beberapa dekad yang lalu, sejumlah besar kajian telah dijalankan ke 

atas siri masa dan khususnya kaedah Box-Jenkins (BJ). Seperti semua teknik analisis 

statistik, kesimpulan analisis siri masa adalah amat bergantung kepada andaian 

analisis. BJ adalah satu kaedah yang lazim digunakan yang boleh menghasilkan 

ramalan yang sangat tepat untuk sesetengah jenis data. Kajian ini membentangkan 

hasil kajian kaedah ekstrapolatif model Box-Jenkins (BJ) bagi menghasilkan model 

Univariat dengan menggunakan data siri masa. Kaedah BJ mempunyai empat fasa 

utama iaitu model identifikasi, model penaksiran, model pengesahan, dan model 

peramalan. Walaupun banyak penyelidik dan pengamal telah tertumpu di bahagian 

anggaran parameter model BJ, peringkat yang paling penting dalam membina model 

adalah dalam transformasi data dan pengenalan model jika apa-apa pengenalan palsu 

akan membawa kepada andaian model yang salah dan akan meningkatkan kos 

semula membina model pengenalan. Oleh itu, dalam kajian ini, model algoritma 

genetik (GA) adalah subset bagi kaedah kepintaran tiruan yang diperkenalkan untuk 

menyelesaikan masalah yang dihadapi di fasa pertama dan kedua iaitu model 

identifikasi dan model penaksiran. Data yang digunakan dalam kajian ini adalah data 

bulanan pelancong antarabangsa melawat Malaysia mulai tahun 1990 sehingga 2011. 

Ini adalah kajian kes dalam implementasi model GA-BJ. Hasil analisis kajian ini 

dibahagikan kepada dua bahagian iaitu sampel dalam (model ujian) dan sampel luar 

(model ramalan). Di akhir kajian ini, model GA-BJ bagi sampel luar lebih tepat dan 

mempunyai ralat yang lebih kecil berbanding model asas iaitu model BJ bagi sampel 

luar. Ini menunjukkan bahawa model kombinasi kaedah BJ dan GA menghasilkan 

model ramalan yang lebih tepat berbanding menggunakan hanya satu model. 

Kesimpulannya, kajian ini menunjukkan bahawa kaedah GA boleh menjadi kaedah 

alternatif bagi mengenalpasti komponen model pengenalan BJ yang betul. 
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

1.1 Introduction 

 

 

 Every definition of forecasting defined it as the process of predicting the 

future by organizing the past information. It is also described as a method to predict 

future events. Forecasting can be applied in areas as such, forecasting electrical 

demand, water demand, sales of product demand, tourisms demand and also for 

government policy making. For example, hotels management mostly use forecasting 

to determine operational requirements. Furthermore, it can helps in reducing the risk 

of decisions and the cost of expenditure for future planning. 

 

 

 The methods of forecasting can be categorized into two major groups which 

are qualitative methods and quantitative methods. Qualitative method requires no 

overt manipulation of data, and only the judgments of the forecaster were used.  

Meanwhile, quantitative method is a technique that can be applied when there is 

enough historical data. Most researchers and forecasters used quantitative method 

because this method involves a mathematical analysis of the historical data in 

developing a model for forecasting. Furthermore, quantitative methods can be 

categorized into two types namely, time series and causal methods. The common 
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time series methods is Box-Jenkins (BJ) methods because it is one of the most 

powerful and accurate forecasting techniques for short term forecast-specially for 

univariate time series.  

 

 

In this study, an heuristic method, genetic algorithm, (GA) is introduced and 

applied to BJ method in determining the right order of component BJ model (p ,q, P, 

Q), where p, q ,P, Q are the degree of autoregressive model, moving average model,  

seasonal autoregressive model and seasonal moving average model respectively.  

 

 

The implementation of GA is to improve the weakness of BJ procedure in 

identifying the right order of BJ tentative model. Thus, to examine the effectiveness 

of this combination method, a comparison study was conducted between BJ model 

and the combination of GA-BJ model. Therefore, the following subsection describes 

the background of the problem. 

 

 

 

 

1.2 Background of Problem 

 

 

 The stationary of univariate time series data are mostly been analyzed by 

using the application of Box and Jenkins [3] which introduced the autoregressive 

integrated moving average (ARIMA) model. However, when the time series data set 

contains seasonal effect, SARIMA(p,d,q)(P,D,Q) is applied. If there is no seasonal 

effect, SARIMA(p,d,q)(P,D,Q) will be reduced to pure ARIMA(p,d,q) model, and 

when the time series data set is stationary, a pure ARIMA(p,d,q) reduces to 

ARMA(p,q). 
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 There are four stages to construct BJ models which are model identification, 

model estimation, model checking and forecasting. Although many researchers and 

practitioners have concentrated in estimation part of BJ model, the most crucial stage 

in building the model [4] is the identification part as the false identification will 

contribute to the increment of the cost of re-identification.  

 

 

 During identifying the order of BJ model, the intervention of a human expert 

is also required in order to identify the best model because it is also not fully 

automatic [3]. The current approaches are focusing on model estimation. The used of 

correloggram method is to identify the order of autoregressive model (p) or the order 

of moving average (q) of ARIMA or SARIMA model is complicated and not easily 

conducted. Hence, the identification model and the parameter estimation will be 

overlapped at diagnostic model checking stage until the best fitted model is found.  

 

 

 

 

1.3 Statement of Problem 

 

 

 As stated in the background problem, the first step in building ARIMA or 

SARIMA models is by determining the fitting order for the model identification 

stage.  

Since GA could works effectively by finding the approximate optimum solution 

in complex data set, this study seeks to use paradigms based on artificial intelligence 

GA for solving the best order for p, q, P, and Q of BJ model. Therefore, the correct 

parameter of BJ model can be properly estimated. 
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1.4 Research Question 

 

 

 Questions arise when developing GA model for ARIMA and SARIMA 

model identification procedure. It can be summarized as follow: 

 

i. How to identify the order of ARIMA/SARIMA model using GA? 

ii. How to estimate the parameter of ARIMA/SARIMA model using GA? 

iii. How to model international tourist arrival time series data using GA-BJ 

model? 

 

 

 

 

1.5 Objective of the Study 

 

 

 The main objective of this study can be categorized into three parts. The 

objectives are stated as follow: 

 

i. To design and develop GA method for model identification in the BJ model. 

ii. To implement GA in estimating parameters of BJ model. 

iii. To develop a monthly international model for tourist arrival to Malaysia and 

forecast tourist arrival using GA-BJ model. 
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1.6 Scope of the Study 

 

 

 The scopes of this study are: 

 

i. This study focuses only on Box-Jenkins methodology where the time series 

data used is based on historical past value. 

ii. Forecast accuracy in this study will be defined  by measuring the lowest error 

in term of mean square error (MSE) 

iii. In genetic algorithm architecture, chromosomes are randomly generated using 

genetic operator. 

iv. The data used as the secondary data of tourist arrival to Malaysia. 

v. Time series data used in GA-BJ model is the process data that has been 

analysis in Chapter 4. 

vi. GA-BJ model is used for modeling one type of case study which is k step 

ahead only. 

vii. Out-sample data analysis is focuses on forecasting 12 months international 

tourist arrival to Malaysia. 

viii. The analysis in Chapter 4 and Chapter 5 were based on off-line data only. 

 

 

 

 

1.7 Research Contribution 

 

 

 The main contribution of this study is to develop an alternative way of using 

GA in BJ model identification method and estimation phases. The second 

contribution of this study is to the development of mathematical model combining 

GA-BJ forecast model and fitted model for monthly international tourist arrival to 

Malaysia. Last but not least, the third contribution of this study is to the forecast 

accuracy of this combining GA-BJ model is better than methods proposed by Box 

and Jenkins. 
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1.8 Research Data 

 

 

 The data used in this study are the secondary data provided by Malaysian 

Tourism Promotion Board. The data is an annual time series data that covered the 

period from 1990 to 2011. 

 

 

 

 

1.9 Thesis Plan 

 

 

 This thesis was divided into six main chapters. Chapter 1 outlined the 

introduction parts which are including general background of study and some 

reviews from previous work and describes the problem statements which led to this 

research, objectives, scope and the contribution of study. Chapter 2 will describe the 

literature reviews, current knowledge and related theories regarding the identification 

method in BJ procedure. Next, Chapter 3 will explain in details the BJ procedures 

and GA-BJ procedures. The case study on forecasting monthly international tourist 

arrival to Malaysia using BJ model will be described in Chapter 4. In Chapter 5, the 

construction of forecasting model for monthly international tourists’ arrival to 

Malaysia by using proposed GA-BJ model. Finally, Chapter 6 summarizes all the 

experimental findings and conclusions and presented some suggestions for future 

studies related to this research. 
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